
 

Cold Gas Dynamic Spray Impact: Metallic Bonding Pre-

Requisites and Experimental Particle In-Flight Temperature 

Measurements  
 

 

 

 

 

by 

Aleksandra Nastic 

 

 

 

Thesis submitted to the University of Ottawa  

in conformity with the requirements for the degree of 

Doctor of Philosophy in Mechanical Engineering 

 

 

 

Ottawa-Carleton Institute for Mechanical and Aerospace Engineering 

Department of Mechanical Engineering 

University of Ottawa 

 

 

 

 

© Aleksandra Nastic, Ottawa, Canada, 2021



 

      ii 

Abstract  

 

The impact phenomena of high velocity micron-size particles, although commonly considered and 

described as detrimental in numerous engineering applications, can be used in a beneficial way if 

properly understood and controlled. The Cold Gas Dynamic Spray (CGDS) process, known as a 

surface modification, repair and additive manufacturing process, relies on such high velocity 

impacts. In the process, solid particles are accelerated by a supersonic gas flow to velocities up to 

1200 m/s and are simultaneously heated to temperatures lower than their melting point. When 

propelled under proper velocity and temperature, the particles can bond onto a target surface. This 

bonding is caused by the resulting interfacial deformation processes occurring at the contact 

interface. Hence, the process relies heavily on the gas/particle and particle/substrate interactions.  

 

Although numerous experimental and/or numerical studies have been performed to describe the 

phenomena occurring during particle flight and impact in the CGDS process, numerous phenomena 

remain poorly understood. First, the effect of substrate surface topographical condition on the 

particle deformation and ability to successfully adhere, i.e. atomically and/or mechanically, has not 

been thoroughly investigated such that its influence is not well understood. Another aspect of the 

process that is generating the largest gap between experimental and numerical studies in the field 

is the lack of particle in-flight temperature measurements. Obtaining such data has proven to be 

technically difficult. The challenges stem from the short particle flight time, low particle 

temperature and small particle size preventing the use of established thermal spray pyrometry 

equipment. Relatedly, lack of such measurements precludes a proper experimental study of the 

impact related phenomena at the particle/substrate interface. As a result, the effect of particle size 

dependent temperature on overall coating properties and atomic bonding relies currently on 

estimates. Finally, the effect of particle impact characteristics on interfacial phenomena, i.e. 

grain size and geometry, velocity/temperature, and oxide scale thickness, on adhesion and 

deformation upon single particle collision has also been scarcely studied for soft particle 

depositions on hard substrate.  

 

Hence, the current research work aims at studying fundamental aspects of particle/gas heat transfer 

and particle/substrate impact features in goals to improve the understanding of the CGDS process. 

Different surface preparation methods will be used to create various surface roughness and 

topographical features, to provide a clear understanding of the target surface state influence on 

coating formation and adhesion. Additionally, new equipment relying on novel technology, i.e. 



 

      iii 

high-speed IR camera, will be utilized to obtain particle in-flight temperature readings with 

sequence recordings. Subsequently, the experimental particle in-flight temperature readings will be 

used to develop a computational fluid dynamics model in goals to validate currently used Nusselt 

number correlations and heat transfer equations. The particle size-dependent temperature effect on 

the particle’s elastic and plastic response to its impact with a targeted surface and its ability to 

successfully bond and form a coating will be studied experimentally. A thorough CFD numerical 

work, based on experimental findings, will be included to provide full impact characteristics 

(velocity, temperature, size and trajectory) of successfully deposited particles. Finally, the 

numerical results will be utilized in the ensuing study to correlate single particle deformation, 

adhesion and interfacial features to impact characteristics. A finite element model will be included 

to investigate the effect of particle size dependent temperature on single particle interfacial 

pressure, temperature and bonding ability.  
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𝜎 Tensile strength ( - ) 𝑆𝑘 , 𝑆𝜖   User defined source 

terms 

( - ) 

𝜂 
Dimensionless 

deposition 

efficiency parameter 

( - ) 
𝐶1𝜖, 𝐶2𝜖, 𝐶3𝜖 Model constants ( - ) 

Roughness 
𝑢𝑖 Gas velocity component 

in i-direction 

(m/s) 𝑅𝑎 Arithmetical mean 

surface roughness  
(µm) 𝑥𝑖 Cartesian coordinate in 

the i-direction 

(m) 𝑅𝑞 Root mean square 

roughness 
(µm) 𝐶𝑣 Yakhot's formula 

constant 

( - ) 𝑅𝑧 Peak to valley 

distance  
(µm) CFD solution algorithm 𝑛 Data point ( - ) 𝐿𝑚𝑖𝑛 

Smallest element 

dimension 
(µm) 𝑦𝑖  Vertical height from 

mean line 
(µm) 𝑐𝑑 Dilatation wave speed (m/s) 𝑅𝑝𝑖 Peak vertical 

distance 
(µm) 𝜆0, 𝜇0 Effective Lam’s 

constants 

( - ) 𝑅𝑣𝑖 Valley vertical 

distance 
(µm) 𝑀𝑁𝐽 Mass matrix (kg) 

   𝑃𝐽 Applied vector load (N) 
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* Units are based on the calculated property   

𝐼𝐽 Internal force vector  (N) 𝜖𝑝 Plain strain  (µm/µm) 

Material deformation 𝑛 Strain rate hardening 

constant 

( - ) 𝜖 Turbulent 

dissipation rate  

(m2/s3) 𝛽 High strain rate 

exponent 

( - ) 

𝑘 Turbulent kinetic 

energy  

(m2/s2) 𝜅 Temperature dependence 

constant  

( - ) 

h Specific enthalpy  (J/kg) 𝛾 Strain rate dependence 

constant 

( - ) 

s Hugoniot slope ( - ) 𝑦1 Medium strain rate 

constant  

( - ) 

D Deviatoric stress (GPa) 𝑦2 Medium strain rate 

exponent 

( - ) 𝜎 True stress state (kg/m∙s2) 𝑀𝑎 Atomic mass (kg) (Da) 𝐷𝑒𝑙  Fourth-order 

elasticity tensor 

(GPa) 𝜀𝑒𝑙 Total log elastic strain  (µm/µm) 𝐸𝐻 Specific energy per 

unit mass 

(J/kg) 𝐸𝑚 Total energy per unit 

mass 

(J/kg) 𝑢𝑠, 𝑢𝑚 Shock speed (m/s) 𝑝𝑏𝑣  Pressure stress due to 

bulk viscosity  

(Pa) 𝑀 Mandel stress tensor (MPa) Γ Gruneisen parameter ( - ) 

S Deviatoric stress 

tensor 

(GPa) 𝑉 Volume (m3) 𝜖𝑑 Elastic deviatoric 

strain 

(µm/µm) 𝑝𝐻  Hugoniot pressure (Pa) 𝜎0 Static yield stress (GPa) 𝑐0 Speed of sound in 

uncompressed state  

(m/s) 𝐴, 𝐵, 𝐶, J Material parameters (…) �̇� 
Deviatoric part of the 

strain rate 
(1/s) 𝜀̅𝑝𝑙 Equivalent plastic 

strain rate 

(µm/µm) �̇� Heat transfer per unit 

mass 

(J/kg) �̂�𝑚 Non-dimensional 

temperature 

( - ) �̂�𝑦 Normalized yield stress (GPa) 

�̅� Yield stress at 

nonzero strain rate 

(GPa) 𝐺𝑝 Plastic shear modulus (GPa) �̂�𝑠 Normalized work 

hardening 

saturation stress 

(GPa) 𝜃 Strain hardening rate  ( - ) 

𝑠0 Saturation stress at 

0K 

(Pa) 𝛼 >0 material parameter  ( - ) 
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Abbreviations 

 

 

Abbreviation Definition Abbreviation Definition 

BCC Body-centered cubic JC Johnson-Cook 

BSE Back-scattered electron L2F Laser two-focus velocimetry 

CCD Charge-coupled single color LCM Lumped capacitance method 

CFD Computational fluid dynamics LDV Laser Doppler velocimetry 

CGDS, CS 
Cold gas dynamic spray, Cold 

spray 
LPCS 

Low pressure cold spray 

CP Commercially pure PBI Polybenzimidazole 

CPFEM Crystal plasticity finite element 

modeling 
PEEQ Equivalent plastic strain 

CSM Cold spray meter PIV Particle imaging velocimetry 

DE Deposition efficiency PSV Particle streak velocimetry 

DPM Discrete phase modeling PTV Particle tracking velocimetry 

DPV Doppler picture velocimetry PTW Preston-Tonks-Wallace 

EDS Energy-dispersive X-Ray 

spectroscopy 
RANS 

Reynold averaged Navier-

Strokes 

EOS Equation of state RSM Reynolds stress model 

FCC 
Face-centered cubic RTTC Real time temperature 

calibration 

FEA Finite element analysis SE Secondary electron 

FEM 

Finite element modeling 
SEM 

Scanning electron 

microscope 

FPWJ Forced pulsed waterjet SOD Standoff distance 

  TS Thermal spray 

HPCS High pressure cold spray UMAT User material 

IR Infrared VDW Van der Waals 



 

 

     1 

 

 

     1  CHAPTER    1 

1 INTRODUCTION 

 

 

stablishing a proper understanding of the behavior of different materials subjected to 

high speed impact processes has become a leading area of research in the 21rst century 

(Ref 1–4). Numerous processes rely on high speed impacts to function as intended such as 

cold gas dynamic spray (CGDS) (Ref 5), forced pulsed waterjet (FPWJ) (Ref 6) and laser 

shock compression (Ref 7). Others, on the other hand, find the presence of high speed dynamic 

collisions detrimental to their system, such as ballistic impacts (Ref 8), cavitation erosion (Ref 

9) and minute space debris attrition (Ref 10). Although proper understanding of extreme 

impact phenomena is essential in all these fields, numerous characteristics of the impactor 

material and/or resulting impacted surface features remain inappropriately characterized due 

to technological limitations. These challenges are associated to the short time and dimension 

scales (~10−8s and 1nm), and non-equilibrium regimes, i.e. high cooling rates in the order of 

108 K/s, under which these events develop (Ref 9,11,12). To improve the knowledge of such 

high strain rate localized impact events, numerical models have been developed and the 

impactors/targeted surfaces behavior and microstructural evolution have been analysed using 

multi-scale methods, i.e. continuum, quasi-coarse-grained dynamics and atomistic (Ref 8,13–

18). However, since these models rely primarily on experiments to validate their suitability, 

their accuracy in defining the high-speed impact dynamics is tied to the quality of the 

assumptions used in the advent of  

E 
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impossible experimental measurements. The CGDS process, discovered in the 1980’s, is 

facing such challenges despite the growing use of the process in many applications and fields.  

 

1.1 Background 

In the CGDS process, micro-particles injected in a converging/diverging nozzle and 

accelerated by the supersonic gas to velocities ranging between 300m/s to 1200m/s rely on 

the impact process resulting phenomena to adhere to a target surface. Describing the wide 

range of mechanical and thermodynamic conditions occurring under such loading is 

challenging and the induced local microstructural features are extremely difficult to segregate 

and observe in-situ. Under extreme dynamic loading circumstances, influenced by the particle 

material properties, the particle impact velocity/temperature and target surface material 

properties/topography, the resulting high strain-rate, pressure, and temperature cause the 

material to behave differently than under quasi-static conditions (Ref 2). To simplify the study 

of the CGDS process, i.e. from particle injection to particle deposition, the system has 

typically been divided in two distinct fields of study; 1) Gas Dynamics, relevant to the in-

flight particle/gas interactions and 2) Impact Dynamics, pertinent to the particle/substrate 

deformation phenomena.  

 

Gas dynamics perspective 

The gas expansion and the presence of shock waves, in the CGDS process, induce large 

variations in the driving gas properties (Ref 19,20). The complex gas flow structure (inside 

and outside the nozzle) has been visualized using Schlieren imaging and modeled through 

computational fluid dynamics (CFD) simulations (Ref 19,21,22). The particle in-flight 

characteristics (position and velocity) have also been measured using laser-light sheet and 

laser two-focus velocimetry (Ref 23,24). However, the particle in-flight temperature has yet 

to be measured. Classical pyrometry methods providing reasonably accurate readings for 

temperatures above 1200°C, far above the CGDS carrier gas stagnation temperature, are 

unsuited for the measurement of CGDS particle in-flight temperatures (Ref 25,26). To 

overcome this issue, modeling has been used to predict the value of particle temperature. 

However, the validity of heat transfer coefficients, such as Nusselt number, and equations 

currently used in these CFD simulations remain to be confirmed (Ref 27–29). Since particle 

impact temperature affects the particle deformation behavior, its inaccurate prediction could 

lead to erroneous deformation prediction upon impact and consequently affect the 

understanding of the particle bonding process.  
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Impact dynamics perspective 

The shock wave generated from the particle impact leads to the activation of deformation 

resulting in the propagation of high pressure waves. Once the local pressure exceeds the 

Hugoniot elastic limit, the material starts deforming plastically under the action of dislocation 

motion and development following the particle/substrate surface interface topography (Ref 

30). Tangential velocity and friction at contact surfaces produce additional shear forces with 

magnitudes dependent on substrate properties and condition (Ref 31). The resulting material 

elastic/plastic flow propagation largely relies on the local particle temperature. Numerous 

plastic constitutive relations already exist, which relate solid flow parameters to physical 

deformation processes (Ref 14,32,33). Under the high shock loading conditions of CGDS 

particles, local in-situ impact phenomena occur very rapidly, and visualisation becomes 

difficult. In addition to the effect of particle in-flight characteristics and substrate condition 

on deformation and shock wave propagation, the micron-size particles microstructural 

features, i.e. grain size and shape, also influence the shock wave/material interactions. Powder 

manufacturing and processing conditions lead to specific particle microstructures, impurity 

levels and oxygen contents, which altogether infer mechanical properties that differ from one 

particle to another (Ref 34,35).  

 

1.2 Motivation and Objectives  

To date, the CGDS process has been used in a variety of fields for several different 

applications such as composite coatings for medical use (Ref 36,37), polymer metallization 

in electronics (Ref 38–46), corrosion protection of large metal deep water structures and 

nuclear fuel containers (Ref 47–56), restoration of aerospace parts (Ref 57,58,67,59–66), 

production of energetic materials (Ref 68,69), photovoltaic and photocatalytic performance 

in the energy industry (Ref 70,71), generation of wear resistant surfaces in automobile 

applications (Ref 72,73) and as an additive manufacturing process (Ref 62,74–80). The CGDS 

process implementation in aerospace and automotive industries has become an important way 

to strengthen Canada’s position in the industrial field. A recent investment of 4 million CAD 

has been made in aim to build a network of industrial partners for a stronger Canadian value 

chain (Ref 81). In the US market, the CGDS repairs generate significant benefits and savings 

evaluated at 22.5 million USD, which are associated mainly to the reduction of magnesium 

production and utilization of chromated surface treatments (Ref 82). Since current 

technological developments rely on sustainability and performance progress, optimizing the 

CGDS process is crucial. To achieve an actual improvement, the gas/particle and 
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particle/substrate interactions must be better understood and current gaps in the process 

fundamental aspects must be reduced.  

 

To this end, the current research aims at evaluating the influence of substrate surface 

topography on particle adhesion, to provide particle in-flight temperature measurement and 

consequently validate the energy transport coefficients (Nusselt) used in modeling work, to 

assess the influence of size-dependent particle temperature on coating and deposition 

characteristics and to investigate the combined effect of particle microstructure and 

temperature on the occurrence of metallic/atomic bonding for single CGDS particle impacts. 

The soft aluminum particle/hard steel substrate material combination will be utilized 

throughout the research. Table 1.1 summarizes the separate objectives to be covered in this 

thesis.  

 

Table 1.1:Research objectives and project descriptions  

Objective # Title Description 

#1 
Substrate surface influence on bonding 

nature and adhesion strength 

• Surface roughness effect on 

particle/substrate interfacial stress, 

strain, contact pressure and velocity  

• Bonding nature/ Diffusion test  

• Impact requirements to enhance and 

induce metallic bonding/ FEM model  

#2 
Particle in-flight temperature 

measurement/Heat transfer analysis 

• Particle/gas interactions  

• Particle in-flight temperature 

experimental measurements 

• CFD model for heat transfer and 

momentum analysis  

#3 
Particle impact temperature influence on 

deposition and adhesion 

• CFD model of high pressure (axial 

injection-high temperature) and low 

pressure (radial injection-low particle 

temperature) CGDS systems 

• Particle in-flight characteristics 

statistical analysis based on flight 

trajectory and injection location 

• Particle temperature effect on impact 

ensuing adhesion/ coating properties  

#4 
Particle impact characteristics influence 

on interfacial impact occurring 

phenomena  

• Particle characteristics influence on 

single particle bonding process 

• Particle temperature and size effect on 

single particle deformation 

• Particle interfacial features influence on 

bonding 
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1.3 Outline  

The current thesis has been divided in six distinct chapters. The current Chapter 1 has been 

devoted to provide a simplified overview of the relevant study background, to present the 

motivations that have led to the extensive numerical and experimental work and to describe 

the main objectives of the research. 

 In Chapter 2, a review of the CGDS process will be presented and described in terms 

of the current field state of knowledge. First, the gas dynamics principles will be utilized to 

explain the working basis of the process. Subsequently, the interaction between gas and in-

flight particles will be covered through kinetics and heat transfer theories. Then, a detailed 

review of material deformation processes based on imparted strains, stresses and strain rates 

will be given. Mechanisms governing deformation will be presented based on shock 

wave/medium interactions, dislocation movement, multiplication and generation.  

 Chapter 3 will present in detail the research objectives and interests of the planned 

studies. It will provide to the reader a clear understanding of the current research direction. 

Chapter 4 will provide the methodology and approach used in order to complete the 

set research objectives. The equipment and additional material will be described. The 

characterisation, analysis and measurement apparatus will be presented. Finally, a detailed 

planning of experimental and numerical steps will be given.  

Chapter 5 presents the experimental and numerical results along with their 

discussion. Three studies have been published in peer-reviewed journals and are presented in 

their published form. The last work is written as an article in preparation to the submission 

process to a peer-reviewed journal. Each of the presented studies address different objectives 

presented in detail in Chapter 3. To allow the reader to easily recognize each separate work, 

the content of each study is introduced at the beginning of each subsection in Chapter 5. 

Finally, Chapter 6 summarizes and gathers the main conclusions from each 

investigation, highlighting the important results and outcomes. It also provides numerous 

suggestions for future work to simplify future studies on the effect of impact characteristics 

on the fundamental phenomena arising at the particle/substate interface. 
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2         CHAPTER    2 

2 LITERATURE REVIEW  

 

 

eview of the in-flight and impact process phenomena occurring during the CGDS is provided 

in this chapter. It will present findings and theories related to the current thesis topics. The 

review will cover the following subjects; 

1. Cold gas dynamic spray historical background 

2. Gas dynamics principles for converging/diverging nozzles 

3. Computational fluid dynamics 

4. Particle-laden flows 

5. Particle velocity-temperature  

6. Particle impact ensuing phenomena  

7. Particle bonding 

8. Particle and substrate characteristics influence on deposition 

9. Finite element modeling 

10. Particle microstructure 

 

R 
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2.1 Cold Gas Dynamic Spray (CGDS) Process  

2.1.1 Background  

Although designed in early 19th century, it is only in 1980 that wind tunnel experiments lead to the 

creation and patent of a process referred to the “cold gas dynamic spray”, which the working 

principles were based on the use of a converging/diverging nozzle (Ref 65). The CGDS process, 

also referred to as Cold Spray (CS), was re-discovered in the 1980’s at the Institute of Theoretical 

and Applied Mechanics in Novosibirsk Russia (Ref 21). Its deposition and working principles have 

been found and revealed during the study of two-phase flow interactions (Ref 83,84). Small 

aluminum tracer particles have been injected in a supersonic wind tunnel and successful deposition 

has been discovered upon their impact with an end-plate. Alkhimov et al. have published results 

based on spatial and temporal laser diagnostic methods, i.e. laser Doppler velocimetry (LDV), laser 

sheet photographs and pulsed Schlieren photography, which allowed the visualisation of the 

particles within the flow and permitted the measurements of individual particle in-flight velocity 

prior and after impact (Ref 85). Figure 2.1 illustrates the influence of flow and target surface on 

particle trajectory and rebound velocity.  

 

Figure 2.1: The impact process of 30-60µm Cu particles traveling at 150m/s recorded through laser sheet 

photography technique (Ref 83). (Reproduced with permission of Elsevier) 

In 1987, a pre-heating chamber was added to the original design, and in 1989, a device was designed 

to include separate powder and gas flow injections. Since then and after countless filed patents, the 

CGDS has become a commercial process used to deposit protective coating layers (Ref 52,55,86), 

restore components dimensional features (Ref 59,62,87), and form bulk material, i.e. additive 

manufacturing process (Ref 75,88). In addition, Karashin et al. proposed in 1996 a modified version 
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of the patented CGDS, in which the particles are injected into the diverging nozzle section, instead 

of the stagnating converging part (Ref 65).  

  

2.1.2 Process overview  

Based on Alkimov et al. and Karashin patents, the CGDS process is divided into two main systems 

based on the powder material injection location; high pressure cold spray (HPCS) and low pressure 

cold spray (LPCS). The former utilizes a powder injection located in the converging nozzle part, 

while the latter injects the powder material in the diverging nozzle section. In both systems, two 

gas streams enter the converging/diverging de-Laval nozzle. The first, referred to as the 

propulsive/carrier gas, passes through a powder feeder after which it becomes loaded with the 

powder feedstock material. The second stream, referred to as the driving gas, passes at high pressure 

through a gas heater to reach high stagnation temperature. The driving gas then accelerates as is 

travels through the converging/diverging nozzle to supersonic velocities, by conversion of thermal 

energy to kinetic energy. The general features of the HPCS system are illustrated in Figure 2.2. The 

powder feeder is operated at a pressure near or superior to the main gas stream local pressure at the 

injection point, which can reach values above 4MPa. The HPCS process design allows for powder 

preheating by the main gas flow in the pre-chamber section, as highlighted in Figure 2.2, prior to 

its acceleration after the nozzle throat.  

 

Figure 2.2: High pressure CGDS system layout with powder injection occurring upstream in the stagnating gas of 

the converging nozzle section (Ref 89). (Reproduced with permission of Elsevier) 

In Figure 2.3, illustrating the LPCS system, it is shown that the powder is injected after the throat.  
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Figure 2.3: Low pressure CGDS system showing the downstream, in the supersonic flow, powder injection (Ref 90). 

(Reproduced with permission of Springer Nature) 

In the LPCS design, the local gas pressure after the throat is restricted to normally 1.7MPa, which 

ensures that atmospheric pressure is enough to drive the powder material into the nozzle main gas 

stream. In addition, the range of nozzle expansion limits the Mach number increase at the outlet of 

the nozzle to usually < 3, which altogether lowers the accessible particle velocity. These features 

make theLPCS system more flexible and the equipment cheaper. Since the injection is made inside 

the supersonic gas flow, the particles accelerate at high rates immediately after entering the nozzle 

but at the cost of remaining at very low in-flight temperatures.  

 

2.1.3 Other thermal spray processes  

The CGDS coating deposition process belongs to the family of thermal spray processes (Ref 91,92). 

Its main advantages over common thermal spray methods, i.e. electricity arc spray, plasma spray 

and high velocity oxyfuel, is the low working carrier gas stagnation temperature and resulting solid 

state particle deposition, as depicted in Figure 2.4, which limit the oxidation, decomposition, 

formation of metastable phases, uncontrolled grain growth in powder material during their flight in 

the nozzle and limits the substrate surface temperature rise. Although in the 1980’s, it was believed 

that particle melting was necessary for deposition, it was quickly found that successful particle 

bonding was achieved even at low temperature due to the impact resulting material characteristics 

that occur at the particle/substrate \contact interface. Although, it provides great control over the 

particle characteristics during and upon impact, low particle temperature limits the variety of 

materials that can be sprayed using the CGDS process to materials capable of plastic flow. It is for 

this reason that the process only effectively works exclusively for metals, polymers and composites 

where one of the components ensures proper degree of material plasticity.  
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Figure 2.4: Cold spray process particle velocity, substrate temperature and working gas temperature in comparison 

to other important thermal spray processes (Ref 90). Ekin and Etherm stand for kinetic energy and thermal energy 

respectively. (Reproduced with permission of Springer Nature) 

To fully capture the CGDS working principles, the process can be divided in multiple segments 

and analysed from the perspective of gas dynamics, particle/gas interactions, particle impact and 

bonding mechanisms. These segments will be covered in details in the upcoming Chapter 2 

sections.  

 

2.1.4 Gas dynamic principles 

The CGDS process relies on the energy imparted on the particles by the gas as they travel within 

the high-speed flow. Coating deposition, bonding and impact phenomena predominantly depend 

on particle velocity and temperature, for a given material, which renders the study of the gas stream 

properties important. The stored energy (enthalpy) in the high pressure and temperature flow is 

efficiently converted to kinetic energy using a converging/diverging nozzle with an appropriate 

pressure ratio between the nozzle’s throat and outlet following gas dynamics principles covered in 

the ensuing paragraphs.  

Fluids with appreciable change in density (dρ), due to a variation of pressure (dP) and temperature 

(dT), as a result of flow are called compressible flows. The rate of change of fluid density with 

respect to pressure can be associated to the speed of sound. Sound is described as an infinitesimal 

pressure wave, which creates a change in pressure, density and velocity by propagating steadily 

through a fluid. Its speed is defined as the distance traveled per unit time by a pressure wave that 

propagates through the studied fluid. By the continuity and the conservation of momentum 

equations across the pressure wave front, the following relations are obtained:  
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𝑑𝜌𝜌 = 𝑑𝑉𝑐 , Eq. 1 

and 

𝑐 = √(𝜕𝑃𝜕𝜌)𝑠 = √𝑘𝑠𝑡𝜌 , Eq. 2 

where the subscript s refers to a process of constant entropy as the small variation in pressure and 

temperature produce a nearly reversible process. The speed of sound is, thus, also defined as the 

square root of stiffness, 𝑘𝑠𝑡, over density, 𝜌, of a material or the instantaneous change in elastic 

stress due to the variation of density. Given that the fluid is a perfect gas and utilising the 𝑃 = 𝜌𝑅𝑇 

ideal gas law, the speed of sound of an ideal gas can be obtained through: 𝑐𝑔𝑎𝑠 = √𝛾𝑅𝑇, Eq. 3 

where R is the gas universal constant (8.3144 J/mol‧K) divided by the molecular gas weight, W, 

and 𝛾 is the ratio of specific heats, 𝛾 = 𝐶𝑝𝐶𝑣. Hence, a fluid characterized by a low speed of sound 

requires a low change of pressure to generate a certain change in density, which based on the 

previously presented relations makes that fluid more compressible than one that is described with 

a high speed of sound. Additionally, as described in Eq. 3, the speed of sound of an ideal gas is 

influenced solely by the gas temperature, T, and nature, 𝛾. Such that, the higher the temperature 

and the specific heats ratio, the higher can the gas velocity be at the exit of the nozzle, which is 

desired in the CGDS process. From Table 2.1, which presents the speed of sound of common gases, 

it can be concluded that due to its low reactivity and abundant availability, i.e. low cost, the nitrogen 

gas is best suited for commercial CGDS applications.  

 

Table 2.1: Speed of sound, c, of common gases at standard pressure and temperature.  

Gases Speed of sound 

Carbon dioxide, CO2 269m/s 

Argon, Ar 322m/s 

Air, 0.78N + 0.21O2 +0.093Ar + 0.0007CO2 346m/s 

Nitrogen, N 351m/s 

Helium, He 1016m/s 

Hydrogen, H 1315m/s 
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The influence of speed of sound over the fluids compressibility and pressure pulse pattern is 

quantified using the Mach number: 𝑀 = 𝑉𝑐 . Eq. 4 

The gas flow characteristics, hence, depend on the flow velocity and the local speed of sound. The 

compressible effect of flows initiates at subsonic (0.3 < M < 1) speeds and fully develop at M > 1. 

The flow patterns and phenomena occurring in a real system comprising a compressible fluid are 

very complex but can be analysed and interpreted using a combination of assumptions. In such 

simplified analysis, the changes in flow properties are hypothesised to occur and follow: 

1. Isentropic gas flow: Considered adiabatic and frictional effects are assumed to be 

small. Therefore, the flow can also be considered reversible and thus isentropic.  

2. One-dimensional gas flow: gas properties are uniform across the perpendicular flow 

direction. 

3. Ideal gas. 

4. The constant-pressure (𝑑ℎ = 𝐶𝑝𝑑𝑇) and constant-volume (𝑑𝑢 = 𝐶𝑣𝑑𝑇) specific heats 

of the gas are considered constant; calorically perfect gas. 

Hence, if the flow inside a converging/diverging nozzle is regarded as a control volume, which has 

no external source of energy or work added to it, other than the pressure and heat at the stagnation 

location and if heat and friction losses are negligible, then the first law of thermodynamics can be 

written as the stagnation enthalpy of the control volume: ℎ0 = ℎ + 𝑉22 = constant, Eq. 5 

where ℎ0 is the enthalpy of the fluid when the velocity is equal to 0, and V is the flow velocity. The 

assumed constant specific heat capacity at constant pressure and the ideal gas law provide:  𝐶𝑝 = 𝛾𝑅 (𝛾 − 1)⁄ . Eq. 6 

The stagnation temperature, 𝑇0, and the mass flow rate, �̇�, of the gas are set by the user during the 

CGDS process. Hence, using the variables set by the user along with Eq. 6, the gas properties at 

any location inside the nozzle can be obtained through the following isentropic relations: 𝑇0𝑇 = 1 + 𝛾 − 12 𝑀2, Eq. 7 

which clearly demonstrates the energy conversion from enthalpy to kinetic energy,  𝑃0𝑃 = (1 + 𝛾 − 12 𝑀2) 𝛾𝛾−1, Eq. 8 

and 
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𝜌0𝜌 = (1 + 𝛾 − 12 𝑀2) 1𝛾−1. Eq. 9 

 

Eq. 9 shows that as the gas Mach number increases, the density is required to drastically decrease. 

As it will be described in a following section, this decrease in density decreases the drag force 

applied on the particles traveling inside the gas, which consequently reduces their velocity. Hence, 

expanding the gas to higher Mach numbers inside the converging/diverging nozzle may not provide 

higher particle velocities. For this reason, the CGDS process has been designed to work under the 

supersonic regime with M=2 to 3 instead of the hypersonic regime. As shown in Figure 2.5, in the 

incompressible regime, the enthalpy remains constant. At high flow velocities, the influence on 

enthalpy, therefore temperature and consequently pressure, is affected through the perfect gas law. 

 

Figure 2.5: Static stagnation ratio of gas properties as a function of stream Mach number (Ref 93). (Reproduced 

with permission of Springer Nature)  

In addition to the first law of thermodynamics, the conservation of mass can also be used across 

the same control volume and with the relations given in Eq. 1 and Eq. 2 to yield; 

�̇� = 𝜌𝑉𝐴−𝜕𝑃 = 𝜌𝑉𝜕𝑉𝜕𝑃 = 𝑐2𝜕𝜌 } = (1 −𝑀2) 𝜕𝑉𝑉 = −𝜕𝐴𝐴  
Eq. 10 

At M<1, reducing the cross-sectional area in the direction of the flow, 𝜕𝐴 < 0, is the sole way to 

induce flow acceleration (𝜕𝑉 > 0), which is an intuitive process. With decreasing area, the velocity 

will keep increasing at, however, lower rate as the velocity nears the speed of sound. This decrease 

in rate is directly affected by the (1 −𝑀2) term, which decreases as M increases with velocity. For 

M>1, Eq. 10 states that the only way to increase the gas stream velocity is by increasing the area, 𝜕𝐴 > 0. Hence, to ensure proper constant acceleration of the flow, a converging/diverging nozzle 
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has to be utilized, which explains its usage in the CGDS process, i.e. in the stagnating converging 

section of the nozzle (M<1) the area is reduced and the flow accelerated, once it crosses the throat 

with proper conditions, the gas will keep accelerating in the diverging portion. The condition that 

needs to be reached at the throat to allow proper gas acceleration throughout the nozzle is a flow 

with M=1.  

Although the previous flow analysis process can be used for isentropic flows, there exists certain 

conditions of stagnation pressure and back pressure, i.e. nozzle exit pressure, that result in a non-

isentropic stream and/or that do not provide proper conditions at the throat. Figure 2.6 illustrates 

the gas behavior for various back pressure and exit pressure ratios.  

• If ∆𝑃 = 0 , the gas will remain static and no acceleration will be produced, i.e. no 

transformation from enthalpy to kinetic energy.  

• As the back pressure is reduced, the flow accelerates in the direction of the nozzle exit from 

the converging section towards the diverging region, as similarly observed previously 

through Eq. 10 and area variations. If, in addition, a subsonic (M<1) condition is reached 

at the throat, the flow will decelerate in the diverging part of the nozzle. (Case a)  

• Upon further decrease of the back pressure, and when a sonic (M=1) behavior is obtained 

at the throat, two cases can appear;  

o If the decrease in pressure is not low enough to sustain the acceleration in the 

nozzle diverging section, the gas will still decelerate, reconverting kinetic energy 

into enthalpy. (Case b) 

o If the exit pressure is below a critical value, i.e. below case c pressure, the flow 

will accelerate in the diverging section and a supersonic regime will be reached. 

However, a normal shock wave will be necessary to equalize the flow pressure 

with the back pressure, after which the flow velocity, temperature and density 

drastically decrease. The lower the exit pressure, the further downstream will this 

shock wave appear (Case c) until it reaches Case d.  

• Cases e and g represent over-expanded and under-expanded flows, respectively. In the 

over-expanded case, the exhaust pressure is found to be lower than the registered back 

pressure from case f. A series of irreversible oblique shocks and expansion waves are then 

required at the exit to increase the flow pressure. On the other hand, an under-expanded 

flow requires additional expansion to reduce the exhaust pressure to the back pressure. 

Expansion waves and oblique shocks then form to ensure that the back pressure is reached.  
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• Finally, Case f represents an ideal isentropic evolution characterized by an absence of 

strong disturbances inside and outside the nozzle. This occurs when the gas inside the 

nozzle reaches exactly the back pressure once it arrives at the exit.  

 

Figure 2.6: Gas flow behavior based on the stagnation and back pressure ratio. (Ref 94). 

(Reproduced with permission of Elsevier) 

When the sonic regime is reached at the throat, the stagnation pressure, 𝑃0, and the properties at 

the throat, denoted by the subscript ‘*’, are calculated using the previously shown isentropic 

procedure (Eq. 7 - Eq. 9): 

The temperature at the throat, 𝑇∗, is obtained by:  𝑇∗ = 𝑇01 + (𝛾 − 1)/2 , considering a M∗ = 1 state, Eq. 11 

then the gas velocity at the throat is given by; 𝑉∗ = √𝛾𝑅𝑇∗. Eq. 12 

Imposing a process gas flow rate allows to calculate the sonic gas density, i.e. at the throat;  𝜌∗ = 𝑚∗𝑉∗𝐴∗ Eq. 13 

where 𝐴∗ is the cross-sectional area at the throat. In addition, using the ideal gas law, the gas 

pressure at the throat is obtained as follow; 
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𝑃∗ = 𝜌∗𝑅 𝑇∗ Eq. 14 

From the throat pressure, the stagnation pressure can be computed by; 𝑃0 = 𝑃∗ (𝑇0𝑇∗)𝛾 𝛾−1⁄ = 𝑃∗ (1 + (𝛾 − 1)2 )𝛾 (𝛾−1)⁄ . Eq. 15 

 

Finally, the area ratio can be related to the Mach and flow property as follow;  𝐴𝐴∗ = 1𝑀 [ 1(𝛾 − 1) (1 + (𝛾 + 1)2 𝑀2)](𝛾+1) 2(𝛾−1)⁄ , Eq. 16 

which allows to predict the exit Mach number for a designed nozzle. The throat area, 𝐴∗, typically 

varies between 1 to 3mm in current commercial CGDS systems and its size usually depends on the 

maximum gas flow rate the system has been designed to handle based on the gas heater system 

capacity. The gas mass flow rate, constant throughout the nozzle, can be expressed as; 

�̇� = 𝐴∗𝑃0√𝑇0 √𝛾𝑅 (𝛾 + 12 )−(𝛾+1)2(𝛾−1) ∙ Eq. 17 

In the CGDS process, nozzles are designed to operate as close as possible to the isentropic scenario, 

shown in Figure 2.6 case f, as to avoid flow disturbances and large variations in flow properties, 

which can induce uncertain deposition properties. Commonly, however, for practicality reasons, a 

regular nozzle is used with numerous gas stagnation properties resulting in over-expanded or under-

expanded regimes. Although, shocks inside the nozzle can be avoided, they cannot completely be 

eliminated in the CGDS spray process. After the nozzle exit and pressure readjustment processes, 

the supersonic gas flow is directed towards a substrate surface upon which at impact it is required 

to decelerate to stagnation. To successfully achieve such drastic change in velocity a bow shock is 

generated, as depicted in Figure 2.7, at the targeted material surface. Abrupt changes in gas 

properties and sudden increase in flow density in the static region affects the flow trajectory and 

particle in-flight properties, i.e. significant influence on smaller particles traveling with lower 

inertia. The strength of the bow shock increases with increasing gas velocity, which additionally 

limits the gas M to optimized values between 2 to 3.  
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Figure 2.7: Illustration of supersonic flow impingement resulting flow features at the substrate interface. (Ref 95). 

(Reproduced with permission of Elsevier)  

The influence of the bow shock on particle velocity can be reduced by increasing the nozzle to 

substrate surface distance, called the stand-off distance (SOD). The larger the SOD the smaller is 

the gas velocity at the impact with the substrate surface and the lesser is the bow chock energy, i.e. 

disappearing if high enough distance is reached. However, although the bow shock effect is 

diminished with SOD, particles traveling longer times within a decelerating flow, i.e. negative 

velocity, can also experience drastic decrease in velocity. Hence, for optimal deposition, SOD, 

particle size and bow shock features need to be evaluated.  

 

The analysis presented in the current sub-section is based on isentropic assumptions. However, in 

reality, irreversible features in the CGDS process exist and they occur mainly due to the presence 

of friction, heat losses and viscous effects (Ref 96). These irreversible effects reduce the available 

enthalpy that is transformed to kinetic energy, consequently lowering gas velocities at exit. The 

boundary layer appearing at the nozzle walls can decrease the velocity of the gas up to 67% from 

the calculated isentropic value (Ref 97). Larger nozzles with higher area/length ratio can reduce the 

disturbances generated from the boundary layer and improve the flow velocity (Ref 97).  

 

2.2 Particle-Laden Flows 

The flow regimes encountered by micron-sized particles traveling in the CGDS process are such 

that commonly available particle heat transfer and momentum equations need to include 

appropriate corrections. Figure 2.8 illustrates the various flow regimes encountered by particles 

traveling in a rocket nozzle, which demonstrates that the use of common correlations, restricted to 

continuum, incompressible flow and Reynolds number below 1, is not appropriate for the analysis 

of supersonic micron-size particle-laden flows (Ref 10,98–100). From Figure 2.8, it is observed 
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that the flow regimes under which the particle travel are dependent on the particle Reynolds 

number, 𝑅𝑒𝑝, and Mach number, 𝑀𝑝, defined as; 

𝑅𝑒𝑝 = 𝜌𝑔|𝑉𝑔 − 𝑉𝑝|𝑑𝑝𝜇𝑔                 and                  𝑀𝑝 = |𝑉𝑔 − 𝑉𝑝|𝑐  , respectively, Eq. 18 

where the subscripts g and p refer to the gas and particle respectively and µ is the gas dynamic 

viscosity. To assess the flow regimes and their deviation from the continuum approximation, the 

particle Knudsen number, 𝐾𝑛𝑝, is used and defined as;  

𝐾𝑛𝑝 = 𝜆𝐿𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 = √𝜋𝛾2 (𝑀𝑝𝑅𝑒𝑝)~ 𝑀𝑅𝑒, Eq. 19 

 

where 𝜆 is the mean free path of molecules and 𝐿𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 in the CGDS process refers to the 

particle diameter. The continuum criterion (molecular structure can be ignored) is followed as long 

as 𝐾𝑛𝑝 ≪ 1, as depicted in Figure 2.8. The fluid is considered continuous and its velocity at the 

particle wall is set by the no-slip condition, i.e. must be zero, as seen in the insert of Figure 2.8.  

 

 

Figure 2.8: Computer calculated flow regimes encountered by particles traveling in a rocket nozzle with size ranging 

between 1 to 10µ. Inserts of particle velocity profile and contact surface condition (slip-no slip) for different flow 

regimes are included (Ref 10). (Reproduced with permission of AIAA) 



A. Nastic                                                                                                                                  Chapter 2- Literature Review  

 

     19 

Based on the definition of 𝐾𝑛𝑝, at very high Reynolds numbers (Re≫ 1) the flow is dominated by 

compressibility (𝑀𝑝) . At very low Reynolds number, however, rarefaction effects become 

dominant. In continuum, a no-slip condition can be applied at the particle/gas interface as a very 

large number of molecular collisions occur. With increasing 𝐾𝑛𝑝, a departure from the no-slip 

condition arises. When into the slip flow regime, a temperature and velocity jump is seen at the 

particle surface. The particle velocity profile included in the slip regime of Figure 2.8 illustrates 

this jump in velocity. As the Knudsen number increases to the free molecular state flow, the 

molecules impact and reflect from the particle’s surface with negligible molecular-molecular 

interactions. Hence, the gas molecules arriving at the particle surface leave with full stream 

velocity, as depicted in the corresponding insert of Figure 2.8. 

 

2.2.1 Flow structure characteristics  

Many studies in the CGDS field utilize correlations limited to low speed and incompressible flows 

to describe the particle motion and occurring heat transfer processes, i.e. 𝐶𝐷 = 𝑓(𝑅𝑒𝑝) 𝑎𝑛𝑑 𝑁𝑢 =𝑓(𝑅𝑒𝑝), while only a limited amount of studies have included the effects of compressibility (Ref 

101,102). Figure 2.9a shows that at 𝑀𝑝 >0.6, important compressibility features start to emanate 

near the particle upper surface and appear as weak expansion waves followed by a lambda shock 

structure, as the flow becomes locally supersonic. The lambda-shock patterns lead to early flow 

separation. As the Mach number increases, i.e. increasing particle velocity lag, a bow shock is 

formed near the particle surface and the flow separation is moved further back due to the 

elimination of the lambda-shock pattern, as shown in Figure 2.9b. Aerodynamic/recovery heating 

of the particle results from the important friction and compression found near the particle surface 

that converts the kinetic energy of motion into heat within a thin layer surrounding the particle 

surface.  
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Figure 2.9: Particle with 𝑹𝒆𝒑=9x105 at a) 𝑴𝒑=0.86, b) 𝑴𝒑=1.53 and c) 𝑴𝒑=3. d) Calculated Mach number field 

(top) and static pressure obtained with experimental measurements (Ref 103,104). The flow patterns shows; 1: 

attached bow shock, 2: subsonic region, 3: flow at M=1, 4: Recirculating zone, 5: shear flow, 6: Expanding Prandtl-

Meyer, 7: Rear shock and 8: turbulent vortex. (Reproduced with permission of AIAA and Springer Nature) 

 

2.2.2 Particle motion  

2.2.2.1 Experimental observations  

The particle in-flight velocity and trajectory have been visualized and characterized using particle 

imaging velocimetry (PIV) (Ref 24,77,105–107), shown in Figure 2.10a, laser two-focus 

velocimetry (L2F) (Ref 105,108,109) and doppler picture velocimetry (DPV) (Ref 19,46,75,110–

112), i.e. cold spray meter (CSM) depicted in Figure 2.10b.  

 

Figure 2.10:a) Particle stream velocity measured using PIV method at the nozzle exit (Ref 113) and b) CSM particle 

flow rate mapping at SOD=25mm (Ref 87). (Reproduced with permission of Elsevier) 



A. Nastic                                                                                                                                  Chapter 2- Literature Review  

 

     21 

2.2.2.2 Empirical analysis  

The particle velocity experimental measurements are used to develop analytical and numerical 

particle velocity models. The particulate phase in the CGDS process is commonly assumed to be 

sufficiently dilute to express its velocity as follow; 𝑚𝑝𝑎𝑝 = 𝐶𝐷𝜌(𝑉 − 𝑉𝑝)|𝑉 − 𝑉𝑝| 𝐴𝑝2 , Eq. 20 

where 𝑚𝑝, 𝑎𝑝, 𝐶𝐷, 𝑣𝑝 and 𝐴𝑝 are the particle mass, particle acceleration, drag coefficient, particle 

velocity and cross-sectional area of particle, respectively. Inserting the definition of ideal gas speed 

of sound, 𝑐𝑔𝑎𝑠 = √𝛾𝑅𝑇, Mach number (Eq. 4) and using the ideal gas law, the particle acceleration 

can be expressed as;  

𝑎𝑝 = 𝑃02𝑅𝑇0 (1 + 𝛾 − 12 𝑀2)− −1𝛾−1 (𝑀√𝛾𝑅𝑇𝑜 (1 + 𝛾 − 12 𝑀2)−1 − 𝑉𝑝)2 𝐶𝐷 𝐴𝑝2𝑉𝑜𝑙𝑝𝜌𝑝. Eq. 21 

It is customary to run the CGDS process at elevated gas stagnation pressures, up to 5MPa, to 

maximize the gas density. However, the benefits of increased pressure level-off based on particle 

nature and size (Ref 114). Eq. 21 also reveals that the particle geometry and volume as well as the 

particle material density affect its momentum inside the gas stream.  

 

2.2.2.3 Drag coefficient  

Accurate representation of the particle drag coefficient over a wide range of flow conditions has 

been shown to be necessary for the calculation of particle velocity in the CGDS process, as 

explained in the introduction of section 2.2. Table 2.2 presents a few of the drag coefficients that 

have been utilised in CGDS process modeling. 
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Table 2.2: Drag coefficient, CD, correlations used in CGDS process (Ref 27). (Only a few correlations are shown for conciseness) 

Authors Equations Range of applicability Flow structure 

References 

studies in 

CGDS 

Crowe* (Ref 99) 

𝐶𝐷 = (𝐶𝐷(𝑖𝑛𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑏𝑙𝑒) − 2)x exp (−3.07𝛾1/2 (𝑀𝑝𝑅𝑒𝑝)𝑔(𝑅𝑒))+ ℎ(𝑀𝑝)𝛾1/2𝑀𝑝 x exp (−𝑅𝑒𝑝2𝑀𝑝 ) + 2 

0.2 < 𝑅𝑒𝑝 < 100000 1 < 𝑀𝑝 < 2 
Compressible (Ref 115,116) 

Morsi and 

Alexander (Ref 117) 
𝐶𝐷 = 𝑎1 + 𝑎2𝑅𝑒𝑝 + 𝑎3𝑅𝑒𝑝2 , where 𝑎1,2,3 are constants 0.1 < 𝑅𝑒𝑝 < 50,000 Incompressible (Ref 118,119) 

Clift et al. (Ref 120) 𝐶𝐷 = 24𝑅𝑒𝑝 (1 + 0.15𝑅𝑒𝑝0.687) + 0.421 + 4.25𝑥104𝑅𝑒𝑝−1.16 𝑅𝑒𝑝 < 300,000 𝑀𝑝 > 0.4 

Incompressible/

Compressible 
(Ref 121,122) 

Henderson**  

(Ref 98) 

𝐶𝐷1 for 𝑀𝑝 ≤ 1 𝐶𝐷2 for 1 < 𝑀𝑝 < 1.75 𝐶𝐷3 for 𝑀𝑝 ≥ 1.75 

Across all 𝑀𝑝 Compressible (Ref 112,123) 

* 𝑔(𝑅𝑒) = 1+𝑅𝑒𝑝(12.278+0.584𝑅𝑒𝑝)1+11.278𝑅𝑒𝑝  and ℎ(𝑀𝑝) = [ 5.6(𝑀𝑝+1)] + 1.7√𝑇𝑝𝑇  

** Refer to the (Ref 81) publication for details regarding the extensive equation development (𝐶𝐷1, 𝐶𝐷2 and 𝐶𝐷3) across numerous flow regimes and characteristics 
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2.2.3 Particle temperature  

The difficulty in measuring particle temperature stems from the particle small size, high velocity 

and more importantly low temperature, which explains the absence of any temperature 

measurement in the CGDS since its invention (Ref 32,124). To determine the particle in-flight 

temperature within the CGDS flow, it is necessary to define an overall average particle heat transfer 

convection coefficient, ℎ̅, which accounts for all flow features surrounding the particle surface, as 

shown previously in Figure 2.9. The total heat transfer arising at the particle surface can be 

expressed as: 𝑞 = ℎ̅𝐴𝑠(𝑇𝑤 − 𝑇𝑝)              with             ℎ̅ = 1𝐴𝑠∫ ℎd𝐴𝑠𝐴𝑠 ,   Eq. 22 

where 𝐴𝑠 is the particle surface and 𝑇𝑤 is the gas temperature in the boundary layer, i.e. wall. A 

dimensionless temperature gradient, the Nusselt Number, defined as; 𝑁𝑢̅̅ ̅̅ = ℎ̅𝑑𝑝𝑘𝑔   ,    𝑁𝑢̅̅ ̅̅ = 𝑓(𝑅𝑒𝑝,𝑀𝑝, 𝑃𝑟),   Eq. 23 

where 𝑘𝑔 is the gas thermal conductivity and 𝑑𝑝 is the particle diameter, can be used to provide a 

measure of the convection heat transfer coefficient. The simplicity of the Ranz-Marshall 

correlation, given by Eq. 24, has been very attractive and its use, consequently, very abundant in 

the field:  𝑁𝑢 = 2 + 0.6𝑅𝑒0.5𝑃𝑟0.33. Eq. 24 

However, the Ranz-Marshall correlation has been developed using droplet evaporation experiments 

in low Reynolds numbers (0-200) and low Mach numbers (Ref 125). Hence, it does not account, 

amongst many other flow features, for the effect of Mach number, compressibility and rarefaction 

on heat transfer, that are known to occur in supersonic particle laden flows. Other 𝑁𝑢 correlations 

have been proposed in the literature, which account for the effects of 𝐾𝑛𝑝, 𝑅𝑒𝑝 and 𝑀𝑝 on heating 

processes but the absence of particle temperature measurements in the CGDS process limits the 

confirmation of their accuracy and suitability in the field. Table 2.3 presents few of the proposed 𝑁𝑢 correlations. 
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Table 2.3: Nusselt number correlation, Nu, used in CGDS process (Ref 27). (Only a few correlations are shown for conciseness) 

Authors Equations Range of applicability Flow structure 

References 

studies in 

CGDS 

Kavanau* (Ref 126) 
𝑁𝑢 = 𝑁𝑢01 + 3.42𝑁𝑢0 𝑀𝑝𝑅𝑒𝑝𝑃𝑟 Accounts for rarefication and 

compressibility 

Compressible 

and 

incompressible  

(Ref 101) 

Meingast ** 𝑁𝑢 = 2 + 0.4𝑅𝑒𝑝0.5𝑃𝑟1/3exp(0.1 + 0.872𝑀𝑝) 𝑀𝑝 > 0.24 𝑇𝑔 > 𝑇𝑝 
Compressible (Ref 101,127) 

Whitaker (Ref 128) 𝑁𝑢 = 2 + (0.4𝑅𝑒∞0.5 + 0.06𝑅𝑒∞2/3)𝑃𝑟∞0.4 (𝜂∞𝜂𝑝)1/4 
3.5 ≤ 𝑅𝑒∞ ≤ 7.6x104 0.71 ≤ 𝑃𝑟∞ ≤ 380 1.0 ≤ (𝜂∞𝜂𝑝) ≤ 3.2 

Incompressible 

and 

compressible  

(Ref 129) 

Fiszdon et al.  

(Ref 130) 
𝑁𝑢 = 2 + 0.6𝑅𝑒∞1/2𝑃𝑟∞1/3 (𝜌∞𝜂∞𝜌𝑝𝜂𝑝 )0.6 High Mach number Compressible (Ref 129) 

Lee and Pfender 

(Ref 129) 
𝑢 = 2 + 0.6𝑅𝑒∞1/2𝑃𝑟∞1/3 (𝜌∞𝜂∞𝜌𝑝𝜂𝑝 )0.6 (𝐶𝑝,∞𝐶𝑝,𝑝)0.38 High Mach number Compressible (Ref 129) 

* 𝑁𝑢0 is the incompressible Nu number 

** Original development unavailable (Ref 131)
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2.2.3.1 Transient conduction  

Upon particle injection in the nozzle, a transient conduction process occurs as the solid particle 

experiences a sudden change in thermal environment. If an overall energy balance on the entire 

particle is performed, the resulting balance relating the rate of heat gain (or loss), to the rate of 

change of internal energy, can be written as; 

ℎ̅𝐴𝑠(𝑇∞ − 𝑇𝑝)⏞        𝑅𝑎𝑡𝑒 𝑜𝑓 ℎ𝑒𝑎𝑡 𝑔𝑎𝑖𝑛 𝑎𝑡 𝑡ℎ𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 𝜌𝑉𝑐 𝑑𝑇𝑑𝑡⏞    𝑅𝑎𝑡𝑒 𝑜𝑓 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦
 

Eq. 25 

where  𝑐 = 𝑐𝑝 = 𝑐𝑣 is the material specific heat capacity and V is the volume. Integrating from the 

initial conditions leads to the following equation, which can be used to determine the time required 

for the particle to reach a certain temperature; 𝑇𝑝 − 𝑇∞𝑇0 − 𝑇∞  = exp [− (ℎ𝐴𝑠𝜌𝑉𝑐) 𝑡], Eq. 26 

where 𝑇0 is the initial particle temperature. Provided that the particle temperature rise with time is 

not measurable in the CGDS process and that the particle temperature gradient, if any, is not 

possible to quantify, the assumption of homogeneous particle temperature can be made, under the 

lumped capacitance method (LCM), i.e. Biot number criterion, 𝐵𝑖 = ℎ𝐿𝑘 . However, the LCM has 

already been commonly used in many CGDS heat transfer studies without any proof of accuracy 

or applicability (Ref 32,107,114,132). If the particle temperature is assumed uniform and the LCM 

assumption accurate, the first law of thermodynamics yields; 

𝑚𝑝𝐶𝑝 𝑑𝑇𝑒𝑑𝑡 = 𝐴𝑠𝑝ℎ̅(𝑇𝑟 − 𝑇𝑝), Eq. 27 

where 𝑚𝑝, 𝐶𝑝, 𝐴𝑠𝑝 and 𝑇𝑟 represent the particle mass, particle specific heat, particle surface area 

and the recovery temperature, respectively. The recovery temperature provides the temperature 

inside the boundary layer surrounding the particle during its flight in the gas stream, as discussed 

in section 2.2.1, and is described as; 

𝑇𝑟 = 𝑇𝑔 (1 + 𝑟 𝛾 − 12 𝑀𝑝2), Eq. 28 

where r is the recovery coefficient, generally close to 1 for gases (Ref 133,134).  

 

2.3 Radiation Processes and Properties 

To measure the particle temperature using radiation principles, the various heat fluxes that can be 

defined and observed at its surface must be reported. Four distinct radiation fluxes can arise and 

are summarized in Table 2.4, which describe the radiation over all wavelengths and in all directions. 
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If the radiation is incident on a semi-transparent medium, portion of the irradiation can be reflected 

(redirected with no influence on the particle, 𝜌 ), absorbed (radiation interacting with medium and 

increasing its internal energy, 𝛼) and transmitted (radiation crossing the medium, 𝜏). It follows that; 𝜌 + 𝛼 + 𝜏 = 1, Eq. 29 

where 𝜌 is the fraction of irradiated radiation that is reflected by the particle, 𝛼 represents the 

fraction that is absorbed and 𝜏 is the fraction of irradiation that is transmitted. If the surface is 

considered as opaque, Eq. 29 reduces to;  𝜌 + 𝛼 = 1. Eq. 30 

 

Table 2.4: Description of the various radiative fluxes present at the surface of an object.  

Flux (W/m2) Description 

Emissive power, E Rate of the emitted radiation from a surface per unit 

area 

Irradiation, G Rate of the radiation that is incident on the surface 

per unit area (from surroundings) 

Radiosity, J Rate at which radiation is leaving a surface per unit 

area (emitted + reflected) 

Net radiative flux,  𝑞𝑟𝑎𝑑′′ , J-G Net radiation rate leaving the analyzed surface per 

unit area  

 

2.3.1 Planck distribution 

A blackbody is defined as the perfect absorber and emitter and is used as a standard with which 

real surface radiative properties can be compared to. Planck has shown that the blackbody spectral 

intensity is given by; 

𝐼𝜆,𝑏(𝜆, 𝑇) = 2ℎ𝑐02𝜆5[exp(ℎ𝑐0/𝜆𝑘𝐵𝑇) − 1], Eq. 31 

where h=6.626x10-34J‧s and 𝑘𝐵=1.381x10-23J/K are the universal Planck and Boltzmann constants, 

respectively, 𝑐0=2.998x108 m/s is the speed of light in vacuum, and T is the absolute temperature 

of the blackbody (K). The spectral emissivity is described as the emitted energy at the wavelength 𝜆 in the (𝜃, 𝜙) direction per unit area normal to the defined direction. The spectral emissive power 

(dependence with wavelength), thus, is defined by the Planck distribution, or Planck’s law, as 

follow for a black body (diffuse emitter, i.e. emitted radiation is independent of direction); 𝐸𝜆,𝑏(𝜆, 𝑇) = 𝜋𝐼𝜆,𝑏(𝜆, 𝑇) = 𝐶1𝜆5[exp(𝐶2/𝜆𝑇) − 1], Eq. 32 
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where 𝐶1 = 2𝜋ℎ𝑐02 and 𝐶2 = (ℎ𝑐0/𝑘𝐵). Figure 2.11 shows that the blackbody spectral distribution 

reaches a maximum for each temperature at a specific wavelength. Hence, with decreasing 

temperature, the radiation becomes more detectable at larger wavelengths and the emission is 

predominantly in the infrared region of the spectrum, shown previously in Figure 2.11, and invisible 

to the eye. Wien’s Displacement law demonstrates; 𝜆𝑚𝑎𝑥𝑇 = 𝐶3, Eq. 33 

where 𝐶3=2898µm‧K, which provides the wavelength at which maximum emissive power is 

obtained for a given temperature. 

 

Figure 2.11: Spectral blackbody emissive power (Ref 135). (Reproduced with permission of John Wiley & Sons) 

However, the emission generated from real surfaces, differ from ideal blackbody behavior, as 

shown in Figure 2.12. The spectral radiation differs from the observed Planck distribution and the 

directional distribution may be different from diffuse.  

 

Figure 2.12: Emission of real surface in comparison to blackbody emission (Ref 135). a) spectral distribution and b) 

directional distribution features (Ref 135). (Reproduced with permission of John Wiley & Sons) 
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The total hemispherical emissivity, can be expressed as the total emissive power of the real object, 

i.e. particle, over the total emissive power of a blackbody, such that; 𝜀 ≡ 𝐸(𝑇)𝐸𝑏(𝑇). Eq. 34 

While this form is simple, the spectral, directional emissivity 𝜀𝜆,𝜃(𝜆, 𝜃, 𝜙, 𝑇) found at a temperature 

T, at a wavelength, 𝜆, and the intensity of radiation emitted in the direction 𝜃 and 𝜙 is expressed 

as; 𝜀𝜆,𝜃(𝜆, 𝜃, 𝜙, 𝑇)  ≡ 𝐼𝜆(𝜆, 𝜃, 𝜙, 𝑇) 𝐼𝜆,𝑏(𝜆, 𝑇) . Eq. 35 

In many applications, however, spectral hemispherical emissivity with directional averages is used 

instead and often regarded as a reasonable approximation;  𝜀𝜆(𝜆, 𝑇)  ≡ 𝐸𝜆(𝜆, 𝑇) 𝐸𝜆,𝑏(𝜆, 𝑇), Eq. 36 

If the emissivity of a surface is known, the spectral emissive power at any wavelength and 

temperature can be obtained by; 𝐸𝜆(𝜆, 𝑇) = 𝜀𝜆(𝜆, 𝑇)𝐸𝜆,𝑏(𝜆, 𝑇) = 𝐶1𝜀𝜆(𝜆, 𝑇)𝜆5[exp(𝐶2/𝜆𝑇) − 1]. Eq. 37 

For real surfaces, the spectral emissivity is expected to be dependent on wavelength, 𝜀𝜆, i.e. as 

spectral distribution departs from Planck distribution. The 𝜀𝜆 varies with wavelength as follow; 

• The 𝜀 of metal materials decreases with decreasing surface roughness, i.e. values of 0.02 

can be reached for polished gold and silver.  

• The presence of an oxide layer can increase 𝜀. 
• The 𝜀 of non-conductors is generally higher than for conductor materials.  

• The emissivity of conductor materials increases with increasing temperature.  

 

2.3.2 The Gray surface  

A gray surface condition (independent of 𝜆) refers to a surface in which the assumption of 𝜀 = 𝛼, 

with both being independent of 𝜆, can be made with enough validity. In practice, this assumption 

does not have to be accurate over the entire spectrum, but rather can be used in a concentrated 

region of interest in which the surface emission spectral properties are approximately constant. 

Figure 2.13 shows the radiation conditions in which such assumption can be made; the irradiation 

and surface emission are focused within a region where 𝜀 and 𝛼 are approximately constant.  
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Figure 2.13: A set of conditions for which the gray body assumption can be utilized (Ref 135). In a spectral region 

with 𝝀 < 𝝀𝟏 and 𝝀 > 𝝀𝟒 , the gray surface behavior cannot be used. (Reproduced with permission of John Wiley & 

Sons) 

2.3.3 In-flight particle temperature measurement in thermal spray  

In thermal spray processes in general, in which the particle in-flight temperature can reach values 

above 1200°C, particle temperature measurements have been successfully achieved (Ref 

25,26,101,136,137). Measurement techniques can be categorized as single-particle and particle-

ensemble methods. The former provides individual particle temperature while the latter gives an 

average of a particle cluster. In addition, the particle temperature measuring systems can be 

distinguished by their detecting elements; (1) fiber-optic-based sensors and (2) CCD arrays (either 

1D or 2D). The former provides a time-resolved measurement appearing as a pulse signal of light 

intensity vs time, in which the peak values of light intensity are used for pyrometry. The latter 

measures the light intensity averaged over the pixel’s integration time and the detected intensity in 

a single frame, which provides spatial information as well as total intensity for pyrometry.  

Table 2.5 summarizes the equipment that has been utilized for in-flight particle temperature 

measurements in thermal spray processes. 
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Table 2.5: In-flight particle temperature measurement equipment. CGDS: Cold gas dynamic spray and TS: Thermal 

spray  

Equipment Temperature 

measurement  

Specifications  Particle 

temperature studies 

DPV-2000 (Tecnar Automation 

Ltd. St-Bruno, QC, Canada)  
Two-color 

pyrometry, single 

particle method 

𝑇𝑝 ≥1000°C 𝑉𝑝=5-1200m/s 

CGDS: (Ref 138) No 

radiation signal 

detected 

TS: (Ref 139,140) 

Accuraspray-g3 (TECNAR 

Automation Ltd., St-Bruno, 

QC, Canada) 

Two-color 

pyrometry, 

ensemble method 

𝑇𝑝=1300-4000°C 𝑉𝑝=5-1200m/s 
CGDS:N/A 

TS: (Ref 139) 

IPP (Inflight Ltd. Co., Idaho 

Falls, ID, USA) 

Two-color 

pyrometry, 

ensemble method 

𝑇𝑝=727-3272°C 𝑉𝑝=0.1-50m/s 
CGDS:N/A 

TS: (Ref 141) 

ThermaVizTM (Stratonics Inc. 

Laguna Hills, CA, USA) 

Two-color 

pyrometry, 

ensemble method 

𝑇𝑝=1000-2500°C 𝑉𝑝 <50m/s 
CGDS: N/A 

TS:(Ref 142) 

SprayWatch ® (Oseir Ltd., 

Tampere, Finland) 
Two-color 

pyrometry 

𝑇𝑝=1000-4000°C 𝑉𝑝=1-2000m/s 
CGDS: N/A 

TS:(Ref 143,144) 

NIR Sensor (NIR Sensor, GTV 

Verschleiβschutz GmbH, 

Luckenbach, Germany) 

Two-color 

pyrometry, single 

particle method 

𝑇𝑝=750-3000°C 𝑉𝑝=50-1200m/s 
CGDS: N/A 

TS:(Ref 142) 

 

As summarized in the table above, two-color optical pyrometers have been successfully utilised as 

the particles are heated to or close to melting temperatures allowing suitable detection at two 

selected wavelengths due to the high associated thermal emission radiation (Ref 25,26,137,145).  

All given radiation thermometry studies are based on Planck’s law, which describes the emissive 

power of the radiating particle as a function of wavelength, emissivity and temperature as; 𝐼𝜆 = 𝜀𝜆 2𝐶1Δ𝜆𝛺𝐴𝑒𝜆5[exp(𝐶2/𝜆𝑇) − 1], Eq. 38 

where 𝜀𝜆 is the spectral emissivity of the emitting surface, 𝑇 is the absolute temperature and 𝐶1 and 𝐶2 are two Planck constants. The term 𝐴𝑒 and 𝛺 refer to the area of the emitter and the solid angle 

light collection optics, respectively. As the spectral energy is measured at two wavelengths (𝜆1 and 𝜆2) using thermal radiance filtering, a ratio of measured radiation is obtained:  

𝑅 = 𝐼(𝜆1)𝐼(𝜆2) = (𝜆2𝜆1)5 𝜀(𝜆1)𝑒𝐶2/𝜆2𝑇 − 1𝜀(𝜆2)𝑒𝐶2/𝜆1𝑇 − 1. Eq. 39 

Since the emissivity of micron-size particles are unknown, the gray body assumption 𝜀(𝜆1) 𝜀(𝜆2)⁄ = 1 is utilized and consequently the emissivity is assumed to be independent of 

wavelength. 
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Figure 2.14: DPV-2000 diagnostic system operation principle (Ref 139). (Reproduced with permission of Springer 

Nature) 

This assumption, however, can lead to important temperature deviations. Applying Wien’s 

approximation of Planck’s law for wavelengths; 

𝑒𝐶2 𝜆𝑇⁄ ≫ 1 → 𝑒𝐶2 𝜆𝑇⁄ − 1 ≈ 𝑒𝐶2 𝜆𝑇⁄ , Eq. 40 

the particle temperature can be obtained as follow;  

𝑇 = 𝐶2 ( 1𝜆2 − 1𝜆1)ln [(𝜆1𝜆2)5 𝐸(𝜆1)𝐸(𝜆2)]. Eq. 41 

The uncertainty in the obtained temperature value increases with temperature as the measured 

intensity ratio 
𝐸(𝜆1)𝐸(𝜆2)  becomes less sensitive to changes in temperature according to Planck’s 

function. Additionally, material emissivity is generally not known as it varies with surface oxide 

thickness and temperature. The incident power on the optical fiber is, thus, first calculated using a 

radiometric calibration curve, as shown in Figure 2.15a. A factor is obtained by comparing the 

signal received by the used blackbody, oven and a tungsten strip lamp to reach temperatures above 

1000K (Ref 146), with the corresponding spectrum given by Planck’s law, described by Eq. 38. 

The calibration curve accounts for the equipment’s optical system response with wavelength.  

 

 

Figure 2.15: Two color pyrometer calibration curves (Ref 147).  
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Since the tungsten lamp body used for calibration purposes does not behave as a gray body, 

deviations in obtained results can arise if the particle material does not behave similarly as the 

tungsten body, i.e. though not identical, many metals such as nickel, stainless steel and Inconel 

have a similar spectral ratio as tungsten at specific chosen wavelengths. The true temperature, 𝑇𝑝,𝑥, 

of a material for which the spectral emissivity ratio differs from the one obtained in the calibration 

process, 𝑇𝑐𝑎𝑙, can be obtained if the relationship between emissivity and wavelength is known, 

following;  

𝑇𝑝,𝑥 = 𝑇𝑐𝑎𝑙 + 𝐶2 ( 1𝜆2 − 1𝜆1)ln [𝜀𝜆1𝜀𝜆2|𝑝,𝑥 𝜀𝜆2𝜀𝜆1|𝑐𝑎𝑙]. Eq. 42 

Figure 2.15b depicts the apparent temperature vs true temperature when the gray body assumption 

is used and when the instrument optics are calibrated using the tungsten source.  

 

2.3.4 Limitations and errors 

The particle thermal emission depends not only on its temperature but also on its size and 

emissivity. The detectors must ensure a wide dynamic range as the emission intensity is 

proportional to the square of the particle diameter and to the power of four of the temperature 

(𝐸~𝑑2𝑇4). In two-color pyrometry, a careful selection of the two wavelength is required to avoid 

interference from any environmental emission, i.e. from plasma in thermal spray. As shown in 

Figure 2.16, emission with and without powder material needs to be conducted prior to any 

measurements to select the correct wavelengths that would lead to proper particle detection.  

 

 

Figure 2.16: Optical emission spectra for three cases in plasma spray; (i) without any injection, (ii) ethanol and air 

injection and (iii) two-phase injection of air and Yttria stabilized zirconia powder in ethanol suspension (Ref 148). 

(Open access permission)  
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The minimum particle emissivity for successful visualization and detection depends also on the 

optical arrangement, the detector sensitivity, the allowable exposure time and the background 

signal levels, which all have to be determined experimentally. Classical pyrometric measurements 

provide accurate detection of particles heated above 1200°C, which is far above the utilized CGDS 

stagnation temperatures. This lower limit of measurable temperature is controlled by the input 

signal amplitudes accepted by the analogue divider, i.e. one decade (Ref 149). The third limitation 

is the count rate limited to 30kHz to avoid recovery of the pulses (Ref 149). The accuracy of the 

set-up is, thus, dependent on the knowledge of particle emissivity and accuracy of calibration and 

of measurement. For the measurement of low particle temperature, i.e. low detection signals, the 

detectivity limit is affected by the detector and the transmission optics. The particle temperature is 

assumed to be accurate and measurable if the collected signal due to the thermal emission is at least 

three times larger than the detector noise (Ref 147,150); 

𝜀𝜏𝛺𝑑2𝐶1 𝜆1−5(exp (𝐶2𝜆1) − 1)Δ𝜆1 ≥ 3𝑁𝐸𝑃√∆𝑓. Eq. 43 

where 𝑁𝐸𝑃 is the noise equivalent power and ∆𝑓 is the electrical bandwand, which for example 

provides a minimum required temperature of 1090°C for 50µm nickel particles.  

 

2.4 CFD Simulation 

Although the study of supersonic gas flow phenomena and particle in-flight characteristics is best 

analysed through experimental efforts and set-up, the relative complexity and infeasibility to 

capture all data significantly limits the experimental approach. As presented in the previous section, 

analytical solutions to various flows have been developed to predict the gas and particle properties 

but with the introduction of assumptions and simplifications these models might not provide 

accurate solutions.  

 

2.4.1 Gas flow  

Due to the presence of friction and boundary layers inside the nozzle, bow shock at the substrate 

surface, turbulence and outside supersonic jet, multiple publications have studied the flow 

characteristics deviations from the 1D calculations through computational fluid dynamics (CFD) 

analysis. As shown in Figure 2.17, large discrepancies between the two approach have been 

detected due to the assumptions utilized in the 1D isentropic analysis (Ref 100,106,112).  

The results show that the losses at higher operating pressure (stagnation pressure) are minimized 

because of decreases relative viscous forces. Figure 2.17b shows that in the isentropic flow 
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assumption, the flow is more efficient in converting the available energy to flow acceleration. The 

expected velocities must be lower than predicted by the isentropic equations due to the presence of 

shocks and viscous dissipations, which increase as temperature increases. 

 

 

Figure 2.17: 1D isentropic analysis and CFD modeling resulting of gas flow properties (Ref 151). (Reproduced with 

permission of Springer Nature) 

The flow definition in the CFD model is based on the Navier-Stokes equations (gives the velocity 

and pressure fields) set along with a turbulence model description, which altogether govern the 

resulting fluid properties. A total of six equation are, thus, solved in the CFD models; conservation 

of mass, conservation of momentum in two dimensions, conservation of energy and, an equation 

for the turbulence kinetic energy, k, and turbulence dissipation, 𝜀. The mesh (small enough to 

resolve the size of the smallest eddies in the flow), boundary conditions, the discretization scheme, 

the turbulence model description and numerous other factors affect the CFD results and accuracy 

of the simulation (Ref 106,112,152–154). As shown in Figure 2.18, the complex supersonic flow 

exiting the nozzle, with the presence of a shock wave trail, is successfully modeled through CFD 

as attested by the included experimental Schlieren image. The turbulence model is one of the 

predominant factors affecting the simulation accuracy. Most of the utilized turbulence models are 

developed on the closure of the Reynold Averaged Navier-Stokes (RANS) equations.  
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Figure 2.18: Gas flow pattern at the nozzle exit obtained using different turbulence models in CFD simulations. An 

experimental Schlieren image is provided for comparison purposes(Ref 27). (Reproduced with permission of 

Springer Nature) 

Table 2.6 summaries the benefits and disadvantages of numerous turbulence models in the context 

of supersonic flow modeling.   
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Table 2.6: Turbulence model benefits and disadvantages.  

Turbulence model 

(# of equations – 

Model theory) 

Benefits Disadvantages CGDS 

studies 

Spalart-Allmaras (1-

RANS) 

- 1 equation model - Large errors in free shear 

flows 

- Under-resolved grids and 

unphysical transients 

(Ref 155) 

Standard k-ε (2- RANS) 

- Applicable to various flows 

- Simple implementation 

- Stable, easily converged solution 

- Caution for turbulence 

sensitive processes. 

- Turbulent viscosity regarded 

as isotropic (Re/𝜀̇ is the same 

in all directions. 

(Ref 22) 

Realizable k-ε (2-RANs) 

- Additional transport equation 

- New formulation for turbulent 

viscosity 

- Converging might be 

difficult compared to other 

simpler models 

(Ref 100) 

RNG k-ε (2-RANS) 

- Improved accuracy due to 

additional ε equation 

- Higher accuracy for rapidly 

strained flows  

- Converging might be 

difficult compared to other 

simpler models 

(Ref 

154,156,157) 

SST k-w (2-RANS) 

- Near wall region solved using k-w 

model 

- Free shear flow using k-ε model 

- Compressibility effect 

disregarded 
(Ref 158) 

Reynolds stress model, 

RSM (7-RANS) 

- Accurate prediction of complex 

flows 

- Accounts for non-isentropic 

turbulent effects 

-Independent Reynolds stress 

component solved separately 

- High degree of coupling (Ref 159,160) 

Large eddy simulation, 

LES (…-LES) 

- Large eddies solved 

- Small eddies accounted using 

sub-grid scale model 

- Large computational time 

- Powerful computers required 
N/A 

 

2.4.2 Particle in-flight characteristics  

The design of the particle-laden flow CFD model requires to first evaluate the volume fraction the 

particle population occupies within the flow field, which determines the severity of particles 

influence on flow stream properties. A one-way Lagrangian discrete phase modeling (DPM) 

method is used if the volume is determined as uninfluential (Ref 161,162). For dense particulate 

flow, i.e. large feed rates, a two-way Lagrangian method (Ref 115,162) or an Eularian DPM (Ref 

100,163) are utilized although the latter is far more complex. The drag coefficient, related to both 

particle morphology and gas dynamics, is known to be the most influential factor in particle 

velocity and trajectory inside the nozzle. Its value depends on the pressure drag and friction drag, 

which makes the coefficient dependent on many properties and difficult to calculate as it diverges 

from a simple constant linear solution. Many correlations exist in the literature that provide a 

definition of the particle 𝐶𝐷 (Ref 27,98,99,164), as covered in section 2.2.2.3. Due to the many 

interrelated factors that need to be accounted for in the drag coefficient expression, numerical 

methods are preferred over analytical models.  
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Besides the sole use of CFD in the calculation of particle in-flight characteristics, Grujicic et al. 

have also proposed an empirical model for particle velocity based on experimental and 

computational analysis, which has been described as;  𝑉𝑝𝑖𝑚𝑝𝑎𝑐𝑡 = 𝑉𝑝𝑒𝑥𝑖𝑡𝑒−3𝜌𝑠𝑡𝐿𝑠𝑡 4𝜌𝑝𝑑𝑝⁄ , Eq. 44 

where  𝜌𝑠𝑡 =  𝑅𝑒(−1.04 + 2.27𝑀𝑒 − 0.21𝑀𝑒2) Eq. 45 

and  𝐿𝑠𝑡 =  𝑅𝑒(0.97 − 0.02𝑀𝑒)     1 ≤ 𝑀𝑒 ≤ 5, Eq. 46 

for 𝜌𝑠𝑡, 𝐿𝑠𝑡, 𝑉𝑝𝑖𝑚𝑝𝑎𝑐𝑡, 𝑉𝑝𝑒𝑥𝑖𝑡 and 𝑀𝑒 being the average gas density in the stagnant zone, thickness 

of the stagnation region, particle velocity upon impact, particle velocity at the nozzle exit and Mach 

number at the exit. As shown in Figure 2.19, the particle velocity is captured more accurately using 

CFD modeling than empirically developed correlations as the substrate bow shock instability 

cannot be properly captured by simplistic analytical descriptions. In addition, irregularly shaped 

particles experiencing larger acceleration due to greater endured drag force can easily be modeled 

through CFD, while this is much more complex to account for in the empirical approach.  

 

 

Figure 2.19: Copper particle velocity based on its diameter predicted using both CFD modeling and analytical 

equations (Ref 165). 

The particle in-flight temperature has also been simulated through CFD, as shown in Figure 2.20, 

utilizing the LCM and 𝑁𝑢 = 𝑓(𝑅𝑒𝑝). 
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Figure 2.20: Particle in-flight temperature variation as it travels within a CGDS nozzle with an upstream injection 

(Ref 114). (Reproduced with permission of Springer Nature) 

Figure 2.20a shows that smaller particles are heated quicker and to higher values than larger 

particles but are also cooled rapidly in the supersonic section. This shows that larger particles can 

maintain their temperature over a longer traveling distance despite reaching lower temperatures. A 

pre-chamber can be utilized to heat large particles to the desired temperature, as shown in  

Figure 2.20b. 

 

2.5 Particle Impact Process 

In the CGDS impact, the system total energy is equal to the particle kinetic energy prior to its 

impact and the internal energy of both the substrate and particle components. Based on the energy 

conservation principle, the system’s total energy must be constant throughout the deposition 

process:  𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑖 + 𝐸𝑣 + 𝐸𝑓 + 𝐸𝑘 + 𝐸𝑤 Eq. 47 

where 𝐸𝑖  is the internal energy of the system, 𝐸𝑣  is the viscous energy dissipated by damping 

mechanisms (bulk viscosity damping and material damping), 𝐸𝑓  is the energy dissipated by 

friction, 𝐸𝑘 is the kinetic energy of the system and 𝐸𝑤 is the work produced by external load to the 

system. Since in the CGDS particle impact process, no external work is applied and that the 𝐸𝑣 and 𝐸𝑓 are negligible in comparison to the rest of the energy terms, the energy balance reduces to; 𝐸𝑡𝑜𝑡𝑎𝑙,𝐶𝐺𝐷𝑆 = 𝐸𝑖 + 𝐸𝑘 . Eq. 48 

The internal energy, 𝐸𝑖, in the CGDS impact is described as; 𝐸𝑖 = 𝐸𝑒 + 𝐸𝑝 Eq. 49 

where 𝐸𝑒 is the recoverable elastic strain and 𝐸𝑝 is the energy dissipated through inelastic processes 

such as plasticity. This energy balance definition is the base of CGDS deposition principles.  
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2.5.1 High strain rate deformation microstructure  

The high kinetic energy stored in each particle exiting the converging/diverging nozzle generates, 

upon impact, extreme plastic deformation reaching strain rates up to 109s-1. The plastic energy is 

almost fully converted into heat, i.e. 90% and more, while the remaining goes into viscoelastic 

deformation and elastic energy. This heat dissipation process increases locally the temperature of 

both the particle and substrate at the interface, which has suggested to generate localized melting, 

appearing as ejecta or spheroidal particles as shown in Figure 2.21a-b. The creation of intermetallic 

regions at the interface between two dissimilar particle/substrate materials has also been shown to 

occur, as seen in Figure 2.21c for copper on aluminum. Due to the limited diffusivity of copper in 

solid solution in aluminum, the generated layer has been associated to interfacial melting increasing 

the couple diffusivity at the contact surface. Although the occurrence of melting is a subject of 

debate, it is agreed that the highest temperature is reached in the highest deformation zone. It is 

within this context that Assadi et al. introduced the theory of adiabatic shear instability, a thermo-

viscoplastic instability, to explain the localized heating processes. The concept of adiabaticity has 

been evaluated as valid only when the characteristic system dimension, x, is significantly greater 

than the thermal diffusion distance, i.e. ~√𝛼𝑡 so that the following relation prevails;  𝑥2𝛼𝑡 = 𝛽 ≫ 1         𝑎𝑛𝑑           𝛽 ∝ 𝑑𝑝𝑉𝑝 
Eq. 50 

where 𝛼  id the thermal diffusivity, 𝑡  is the process time and 𝛽  is a dimensionless parameter 

representing the degree of adiabaticity. For the same impact velocity, larger particles would tend 

to deform more adiabatically as the x parameter scales with the particle diameter, 𝑑𝑝, while the 

time scales with the ratio of 𝑑𝑝 to impact velocity 𝑉𝑝.  
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Melting-Ejecta(Ref 166) 
 

Melting-Spheroidal particles 

(Ref 167) 

 

Intermetallic phases (Ref 168) 

 

Jetting (Ref 93) 

 

Amorphization (Ref 168) 
 

Recrystallization (Ref 169) 

 

 

Twinning (Ref 166) 

 

 

Shear band (Ref 170) 

 

DRXee (Ref 171) 

Figure 2.21: Cold spray impact induced particle microstructural features. (Reproduced with permission of Springer 

Nature and Elsevier) 

Figure 2.22 illustrates three types of deformation behaviors based on energy dissipation 

mechanisms. The quasistatic (isothermal) deformation includes the dissipation of plastic energy in 

the form of heat exchange with the environment, which then provides a material flow stress affected 

only by work hardening. If the deformation process is considered adiabatic, i.e. absence of heat 

dissipation into the environment and the rest of the tested material, the energy dissipation generates 

an increase in temperature. This rise in temperature initiates thermal softening allowing material to 

flow under lower stresses. In the CGDS particle impact process, the heating zone is limited to areas 

close to the impact interface, which creates dissipation mechanisms and temperature gradients 
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inside the particle volume. This gradient, observed as a heterogeneity at its boundaries, can lead to 

localization and shear banding at a critical strain, 𝛾𝑐𝑟, and consequently allow the material at the 

interface to deform with increased softening under flow stress dropping to zero values, as illustrated 

in Figure 2.22. 

This adiabatic shear instability deformation process has been associated to the formation of particle 

jetting, as shown in Figure 2.21d. The presence of adiabatic shear instability processes is, however, 

not necessary to generate paricle jetting (Ref 172).  

 

 

Figure 2.22: Illustration demonstrating the stress-strain variation of a typical crystalline material under isothermal, 

ideal adiabatic and localization conditions (Ref 173). (Reproduced with permission of Elsevier) 

Material jetting, in the form of localized fragmentation under a spall-like process, can also occur 

on a basis of hydrostatic pressure release, as shown in Figure 2.23. Initially upon impact, the particle 

contact edge outward velocity is faster than the shock wave velocity (I-Attached sock.) With time, 

the edge slows down enabling the pressure wave to detach (I-Sock detachment). Immediately after 

the shock detaches, a free surface is created where the pressure is necessarly zero. Adjacent to the 

free surface, a very large pressure exists, which induces material acceleration by pressure realease. 

This process generates a localized tension and material jetting, similar to the jetting occuring during 

adiabatic shear instability.  
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Figure 2.23: Jetting process related to pressure release in CGDS (Ref 172). (Reproduced with permission of 

Elsevier) 

In addition to the extreme material expulsion process, other strain-rate-dependent microstructural 

features have been detected in CGDS depositions and related to possible melting, such as 

amorphization (Figure 2.21e) and recrystallization (Figure 2.21f). Finally, with deformation under 

extreme strain rates and resulting important accumulation of dislocations, processes such as 

twinning (Figure 2.21g), shear banding (Figure 2.21h) and dynamic recrystallization (Figure 2.21i) 

can occur to accommodate further plastic deformation of the particle under the extreme loading 

impact  process. 

 

2.5.2 Bonding processes  

Material build-up in the CGDS process relies on impact-induced features that lead to particle 

bonding. Numerous mechanisms have been put forward to explain particle adherence such as 

adiabatic shear instability, oxide layer breakup, localized melting, diffusion, interface 

amorphization and mechanical interlocking. In general, however, it is agreed that two type of 

adhesion processes exist: mechanical and metallic bonding. Other adhesion mechanisms, such as 

Van der Waals (VDW) and electrostatic forces are considered to have limited influence compared 

to the considerably stronger measured adhesion strengths in the CGDS field resulting from metallic 

and/or mechanical bonding. The mechanical bonding process relates to the particle 

mechanically/physically attaching to the deposited surface through anchoring features and 

interlocking processes. The interlocking bonding can result from extreme impact induced 

deformations leading to vortex-like interfacial structures, from surface pre-treatments generating a 

target surface filled with hook-like features and from strong embedment into the substrate. Figure 

2.24 illustrates all three mechanical adhesion processes.  
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Figure 2.24: Mechanical bonding processes a) material mixing by vortex (Ref 174), b) anchoring to substrate 

topographical features generated using FPWJ and c) embedment (Ref 93). (Reproduced with permission of Springer 

Nature) 

The metallic bonding, on the other hand, refers to the development of atom-to-atom bonds between 

the particle and substrate at the contact interface. If high enough pressures are developed at the 

oxide-free contact zone, the valence electrons from both contacting materials can cross each other’s 

sphere of influence, which results in the generation of a metallic bond. Outside of the sphere of 

influence, atoms are too far to have any repulsive or attractive interaction forces, which leads to a 

close contact interface deprived of metallic bonding. If atomically bonded, an equilibrium spacing, 

i.e. ~0.3nm, separates the atoms from both materials and the repulsive and attractive forces are 

balanced. The bonding energy associated to the atomic bond corresponds to the energy necessary 

to separate two atoms to an infinite distance. For the metallic bond comprising more than two 

atoms, a much more complicated state is generated in which all energy interactions provide their 

influence on the overall bond strength. Cold welding (CW), the simplest kind of mating process, 

known as solid-state pressure welding, has been extensively used to provide insight into the 

prerequisites for proper atom-to-atom bond generation in CGDS process. The accepted theory 

states that to generate a metallic bond between two surfaces, an intimate, oxide free, pressurized 

contact deprived of organic contaminants must exit at contact. The processes required to reach such 

contact surface conditions in the CGDS impact are illustrated in Figure 2.25.  

The vast majority of metals have an oxide layer on their surface, (with the exception of gold), which 

has to consequently be broken and properly ejected in the advent of atomic bonding. Multiple 

studies have demonstrated that the high deformation and jetting processes are adequate to properly 

disrupt and extrude the native oxide layer while the working inert gas shields the contact from the 

atmosphere and oxidation (Ref 175–177). This hypothesis, however, is most applicable for the case 

of similar particle/substrate material, in which both undergo significant plastic deformation at the 

interface to allow such cleaning processes to evenly occur upon impact (Ref 35,178,179). 
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Figure 2.25: Bonding process schematic during CGDS particle impact. After high speed contact, oxide breaking and 

material extrusion leads to fresh metal contact surfaces (Ref 35). (Reproduced with permission of Elsevier) 

 

Xie et al. have shown that for the case of hard particle/soft substrate material combination, single 

particle deposition shows no presence of fresh metal-to-metal contact zones despite the large 

substrate plastic flow (Ref 180), as shown in Figure 2.26a. However, during complete coating 

deposition and upon an annealing treatment, they have shown that the interfacial oxide layer gets 

properly removed, which they have associated to the benefit of particle-to-particle peening 

processes (Ref 180), as shown in Figure 2.26b.  

 

Figure 2.26: Cross section of a) single Ni particle deposition on Al substrate and b) full coating generation for the 

same particle/substrate combination after anneal treatment (Ref 180). (Reproduced with permission of Elsevier) 

 

The subsequent particle impacts increase substrate and deposited particle deformation leading to 

improved cleaning processes. Adhesion values were, however, not provided and the actual bonding 

nature prior to annealing was not confirmed but the requirement of material deformation, i.e. 

extreme plastic flow, for proper creation of fresh metal contact and eventual atomic bonding was 

confirmed.  

 

2.5.3 Critical velocity 

To ensure metallurgical bonding, the particles need to reach a critical velocity, 𝑉𝑐,  as depicted in 

Figure 2.27. Above such value, the coating deposition efficiency (DE), described as the increase of 



A. Nastic                                                                                                                                  Chapter 2- Literature Review  

 

     45 

substrate mass gain over sprayed material mass, increases. A rapid increase in DE is achieved above 𝑉𝑐 followed by a decay associated to erosion. Numerous equations have been developed to express 

the 𝑉𝑐  dependence on material properties, particle size, particle temperature and substrate 

properties. Assadi et al. have developed the following expression to calculate the 𝑉𝑐 (Ref 165), 

which has been massively used in the field: 

𝑉𝑐 = 𝑘1√𝑐𝑝(𝑇𝑚 − 𝑇𝑝) + 16 𝜎𝜌𝑝 ( 𝑇𝑚 − 𝑇𝑝𝑇𝑚 − 293) Eq. 51 

where 𝑇𝑚 is the particle melting temperature, 𝑇𝑝is the particle impact temperature, σ is the tensile 

strength of the particle material at 293K, 𝑘1 is a particle-size-dependent fitting parameter, 𝜌𝑝 is the 

density of the particle material, and 𝑐𝑝  is the specific heat of the particle material. Eq. 51 

demonstrates the importance of particle temperature in the deposition process of CGDS particles.  

 

Figure 2.27: Illustration of the critical velocity concept for proper deposition (Ref 114). (Reproduced with 

permission of Springer Nature) 

 

In addition, it has been shown that materials with low strength and low melting point, such as 

copper, aluminum, nickel, tin, silver and zinc exhibit a lower 𝑉𝑐 , as presented in Table 2.7. In 

addition, face-centered cubic (FCC) materials, characterized with 12 slip systems, allow larger 

lattice deformation, while body-centered cubic (BCC) materials require much higher 𝑉𝑐  due to 

limited slip activity, as summarized in Table 2.7. Other than the influence of inherent crystal 

plasticity properties, the 𝑉𝑐  also increases with decreasing particle size due to bow shock 

deceleration, larger oxide content (oxide film and oxide strengthening), increased cooling rates and 

increased strain hardening processes associated to small particles. The purity of both particle and 

substrate material also influences 𝑉𝑐 ; alloy content tends to reduce material deformability by 
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hindering dislocation motion increasing the velocity required for bonding. Hassani-Gangaraj et al. 

have shown that the 𝑉𝑐 decreases with material decrease to oxygen affinity. Their study, in addition 

to showing the influence of oxide film on bonding, demonstrates that particles also require material 

jetting to induce close contact, i.e. the deposition of noble gold metal particle necessitated a 𝑉𝑐 of 

253m/s.  

 

Table 2.7: 𝑉𝑐 dependence on material crystal structure. (Ref 181,182) 

Material Experimental 𝑽𝒄 
Tin 250-375m/s 

Gold 270-625m/s 

Silver 500-750m/s 

Zinc 375-813m/s 

Copper 470-1000m/s 

Aluminum 680-1500m/s 

Nickel 680-1500m/s 

Titanium 750-2000m/s 

Aluminum 6061 740-1750m/s 

 

As such, in any study, reported 𝑉𝑐  values are specific to the exact particle/substrate material 

properties and to date, the main factors causing discrepancies in measured 𝑉𝑐 are the predominant 

inconsistencies in particle microstructure and inability to confirm the exact particle in-flight/impact 

temperature.  

 

2.5.4 Effect of particle/substrate characteristics on deposition  

2.5.4.1 Particle velocity  

The following dimensionless parameter:  𝜂 = 𝑉 𝑉𝑐⁄ , 
Eq. 52 

has been used to demonstrate that to increase DE and coating quality, one should use spray 

parameters that decrease 𝑉𝑐 and/or increase the particle in-flight velocity, V. Increasing particle 

velocity leads to a rise in the systems kinetic energy and consequently allows pronounced plastic 

flow dissipation, jetting and local rise in temperature, all of which improve the development of 

successful bonding processes. Although most of the energy is dissipated through plastic flow, 
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recoverable elastic strain energy can lead to particle rebounding if not properly bonded to the 

substrate surface at impact. Consequently, one should be aware that increasing the particle velocity 

does also increase the recoverable strain energy (Ref 183–185), i.e. rebound from normal strain. 

This increase stems from the larger imparted stress at higher velocities, which increases the 

available recoverable elastic strain energy. However, strain-hardening, strain-rate sensitive 

deformation, thermal-softening and localization can complicate the calculation of the effective 

recoverable energy. The plastic dissipation energy also increases with particle velocity due to a rise 

in adiabatic heating at the interface. In addition to deformation phenomena, the increase of particle 

velocity, i.e. kinetic energy, increases the impact contact time (an increase from 424m/s to 515m/s 

increases contact time by 4ns), which may increase the number of bonded atoms at the contact area 

(Ref 186,187).  

 

2.5.4.2 Particle temperature  

As described in Eq. 51, the particle in-flight temperature influences the deposition process by 

reducing 𝑉𝑐. Increasing particle temperature has shown to substantially reduce the elastic strain 

energy and increase plastic deformation, which both improve bonding developments (Ref 184). 

Although there is no data on the particle temperature influence on adhesion, Schmidt et al. have 

shown that an increase in particle in-flight temperature increases the coating cohesive strength, 

which should in theory also lead to increased adhesion (Ref 188). 

 

2.5.4.3 Substrate material  

Depositing different (or similar) materials and generating a composite coating remains one of the 

main benefits of the CGDS process. However, the analysis becomes more complex as the density, 

mechanical response and heat capacity between particle and substrate start to differ. As shown in 

Figure 2.28, four different cases with four different bonding processes can be generated based on 

the material characteristics dissimilarity between particle and substrate. Differences in particle and 

substrate plastic deformation can lead to different thermal and kinetic surface energies and 

consequently to varying bonding processes.  
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Figure 2.28: Particle/substrate material properties influence on impact development. Four possible cases exist; a) 

soft/soft (ex: Al particle impacting onto Al substrate at 775m/s), b) hard/hard (ex: Ti particle upon impact with Ti 

substrate traveling at 865m/s), c) soft/hard (ex: Al particle on mild steel substrate at 365m/s) and d) hard/soft (ex: Ti 

particle onto Al substrate at 655m/s) (Ref 183). (Reproduced with permission of Elsevier)  

 

Regardless of which case from Figure 2.28 is generated and which adhesion process ensues, the 

system dissipated energy must allow proper adhesion mechanisms to occur to avoid particle 

bouncing-off the substrate from the stored elastic strain energy. Bae et al. have shown that for 

dissimilar material deposition cases (hard/soft and soft/hard), the softer material deforms and heats 

up at extreme rates such that the critical velocity is always much lower than for similar material 

cases (Ref 115). Highly saturated temperature, leading to possible local melting and extremely low 

equivalent flow stress, has shown to result in high adhesion and low rebound energy, both beneficial 

to bonding processes (Ref 187). 

 

2.5.4.4 Roughness 

The particle/ surface contact area plays an important role in the adhesion process. Studies have 

shown that increasing the surface roughness decreases the adhesion as the crevices to particle size 

increase and limit proper contact area for bonding (Ref 189–191). Others have shown that 

increasing the roughness can increase the adhesion by providing additional mechanical anchoring 

to the deposited coating (Ref 192), as shown in Figure 2.29. 

However, to this day, the fraction of mechanical and metallic bonding in the obtained coating 

adhesion strength values for different surface preparations remains unmeasured and unverified.  
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Figure 2.29: a) schematic of the substrate surface contact area and b) contact area-based adhesion strength. For 

substrate roughness values varying from 0.05µm to 5.53µm (Ref 193). (Reproduced with permission of Springer 

Nature) 

2.5.5 FEM simulation  

2.5.5.1 General plastic flow 

Since the CGDS process involves the impact of small scale particles, up to nanoscale size, and that 

the ensuing deformation developments occur within few nanoseconds, any in-situ experimental 

characterisation becomes a challenge. Over the past 20 years, finite element modeling (FEM) has 

become a practical tool offering the possibility to investigate the particle/substrate material 

behavior upon deposition by providing tools required to calculate the contact pressure at the impact 

interface, the elastic/plastic deformation, multi-dimensional stresses, temperatures and velocity 

vectors. Assadi et al. and Grujicic et al. have shown, in early 2000’s using modeling, that the onset 

of bonding processes was related to the occurrence of adiabatic shear instability related plastic flow 

localized deformation, which was a breakthrough in the CGDS field. However, it is only in 2018, 

that through additional modeling work Hassani-Gangaraj et al. have instead associated the adhesion 

processes to hydrodynamic plasticity resulting from the interaction of strong pressure waves 

traveling from the impact zone towards the particle surface leading to a natural dynamic jetting 

effect (Ref 172). Although FEM is a great tool in the CGDS field, its accuracy heavily depends on 

the mechanical properties implemented in the model, which are difficult to obtain due to the high 

strain rate deformation the material achieves and randomness of powder microstructure.  

 

The common experimental methods utilized to obtain material properties at high strain rate 

deformation are the split Hopkins pressure bar (Ref 194) and the hypervelocity impact crater 
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morphology (Ref 14). The Hopkins bar test particularly shows limitations as it is capable of only 

achieving strain rates up to 104 s-1, which is well below strain rates recorded through FEM in the 

CGDS impact process. In addition to the experimental testing not being perfectly suitable for the 

field, a large number of empirical models have been developed to allow high strain rate simulations. 

Figure 2.30 provides a comparison between developed empirical equations and obtained 

experimental material flow stress, which show that the material deformation process at extreme 

strain rates is best described by the Preston-Tonks-Wallace (PTW) model than others such as 

Johnson-Cook (JC), Voyiadjis-Abed (VA), Modified Zerilli-Armstrong (MZA), Modified Khan-

Huand-Liang (MKHL) and Gao-Zhang (GZ).  

 

Figure 2.30: Copper deformation at various strain rates and resulting stress using different proposed models (Ref 

195). (Reproduced with permission of Springer Nature)  

 

Although the suitability of the PTW to describe extreme strain rate deformations has been 

confirmed, its appropriateness within the CGDS particle impact has only been demonstrated 

through a single individual particle impact. In addition, the PTW description of the material 

behavior turns out to be much more complex than any other developed models. Consequently, in 

2020, Chakarabarty and Song have proposed a modified simplistic Johnson-Cook model together 

with the inclusion of a strain gradient plasticity (SGP) prediction definition to describe the CGDS 

particle impact deformation processes (Ref 13). Although much simpler than the PTW 

development, their study still relies on tuning parameters using a single particle micrograph, as 

illustrated in Figure 2.31.  
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Figure 2.31: a) Copper particle travelling at 500m/s deposited using CGDS. b) stress-strain data comparison 

between experimental, original JC and modified JC without SGP and c) stress-PEEQ data comparison (Ref 13). The 

experimental data is obtained using a shear compression specimen test. (Reproduced with permission of Elsevier)  

 

2.5.5.2 Powder microstructure  

A major obstacle in the CGDS process is the lack of standardized and tailored feedstock powder. 

The inconsistency in powder features within different powder batches and across different 

commercial brands have not been thoroughly studied although they have been associated to many 

reported results discrepancies (Ref 196–199). While most publications show the content of the 

starting powder utilized in their study and report variability, very few provide details about how 

the microstructural features would affect their results (Ref 75,200–203). Hence, a recent growing 

interest is the evaluation of powder microstructural features influence on their plastic deformation 

using numerical modeling.  

Classical atomistic molecular dynamics (MD) simulations have been recently introduced to the 

CGDS process (Ref 18,204). In such simulations, the movement and interactions of atoms or 

molecules are calculated based on classical equations of motion, which allows predicting the 

mechanisms and kinetics of defects evolution, interaction and generation, i.e. dislocation and 

stacking faults, and provides information about the material state, i.e. pressure and temperature. As 

shown in Figure 2.32, the deformation of a 30nm particle with a single crystal composition has 

been modeled under impact conditions and the initial orientation influence on dislocation motion, 

dislocation density and final shape has been investigated (Ref 201).  
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Figure 2.32: Molecular dynamics simulations studying deformation and dislocation distribution in Cu particles with 

crystal orientation along [100], [110] and [111] directions (from left to right). Top row shows the particle in side 

view while bottom row illustrates the top view (Ref 205). (Reproduced with permission of Elsevier)  

 

Although novel, the MD frame is significantly limited to length scales of a few nanometers, which 

is far from the dimensions of powder particles in the CGDS that span over a few hundred 

nanometers. This discrepancy also implicates that the grain size in the MD particles are in the range 

of 1nm to 6nm (Ref 16,206), which is considerably smaller than those found in the CGDS powder 

particles, i.e. commonly ranging between 1µm to 15µm. This dissimilarity has a crucial effect on 

the material microstructural evolution and response to impact as it has been demonstrated by many 

that the small spacing between nanograins effectively increases the pinning resistance to dislocation 

motion (Ref 207,208). The increased presence of grain boundaries in nanocrystalline metals readily 

annihilate dislocations and their stacking process within the grain interior becomes limited (Ref 

209,210). Hence, the implementation of the MD simulation in a CGDS frame of work proves to be 

difficult. In addition to the limited dimensions, the basic concept of the MD simulation method 

relies on the parametrization of many terms, which are used to describe the interaction potential 

energy functions. The set of functions and the associated set of parameters, which are termed ‘’force 

field’’, are not readily available, which complicates the usage of MD in the CGDS field (Ref 211–

214).  

To bridge the gap between FEM and MD simulations, a quasi-coarse-grained dynamics (QCGD) 

method has been developed (Ref 33). The QCGD method uses representative atoms, referred to as 

R-atoms, to mimic the dynamics of several atoms in each volume of atomistic frame, which 

significantly reduces the computational time by decreasing the number of individually analysed 

atoms. The developed scaling relationships incorporate kinetics related to collective nucleation, 

evolution and interaction mechanisms of dislocations, temperature and pressure generation in 
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metallic materials (Ref 33). Although providing the ability to increase the analysed length scale, 

the collective deformation description has shown to overshoot the metal strength. Moreover, a 

direct comparison with experimental observations is lacking to prove the accuracy of the model 

and scaling process (Ref 33). 
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     3     CHAPTER    3 

3 RESEARCH OBJECTIVES 

 

he general objective of the current research is to improve the understanding of deposition and 

adhesion phenomena in the CGDS process. Numerous features pertaining to the impact 

developments in CGDS have yet to be understood for process optimization. The lack of analysis 

stems mostly from the small physical and time scales at which deformation and bonding 

phenomena occur making any experimental in-situ observation a challenge. The current research 

proposes to first study the effect of substrate surface topography on pure aluminum particle 

deformation and bonding mechanisms upon impact on a hard steel substrate. Secondly, the 

measurement of particle in-flight temperature will be attempted using a newly developed 

commercial high-speed IR camera. The temperature data will be used to test, evaluate, and validate 

the accuracy of numerous Nusselt correlations utilized in the field. Subsequently, the effect of size 

dependent particle temperature on overall coating properties will be studied using an 

experimental approach involving coating generation and their property evaluation. In addition, a 

CFD numerical model designed using the appropriate Nusselt correlation found in the previous 

work will be developed. The final study will investigate the effect of particle impact characteristics 

on interfacial phenomena using both experimental deposition and finite element modeling of 

single particle impacts. The numerical approach will be used to acquire local particle/substrate 

interface characteristics reached upon particle collision otherwise impossible to visualize and 

assert. The experimental method, on the other hand, will provide evidence and support the 

conclusions and explanations gathered from the numerical study on bonding mechanisms and 

conditions.  

T 
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3.1 The Effect of Substrate Surface Topography  

The first objective investigates the influence of substrate topography on particle deposition and 

bonding nature, i.e. metallic and/or mechanical anchoring. Numerous studies have shown that 

substrate topography influences DE, i.e. first deposited layer, and adhesion. However, conducted 

experiments have been limited to arithmetic average surface roughness, Ra, of  10µm and/or to 

interfacial particle/substrate investigations, which do not provide any detail on the resulting 

bonding nature (Ref 191,192,215,216).  

 

3.1.1 Substrate surface preparation methods  

Three separate surface preparation procedures will be used and tested; polishing, grit blasting and  

FPWJ roughening, to allow a complete study across a wide range of surface roughness. The use of 

FPWJ to produce low Ra will allow to investigate the effects, if any, of grit embedment on overall 

coating adhesion detected in common grit blasting methods.  

 

3.1.2 Adhesion nature evaluation 

The coatings adhesion strengths will be evaluated on each surface preparation process following 

the ASTMC633 standard (Ref 217). A heat treatment will be applied on the produced coatings to 

initiate the growth of an intermetallic phase at the coating/substrate interface. The locations at 

which the intermetallic phases are detected will be used to reveal the position of fresh metal contact 

zones and provide information on the surface profile required to induce proper material deformation 

and oxide layer removal necessary for metallic bonding (Ref 215,218). In addition, numerical 

modeling of the coating adhesion test will be performed. The coating/substrate interface profile 

after CGDS deposition will be scanned using an optical microscope and data transferred in the FEM 

model (Ref 219). The simulation will model the quasi-static pull test for each coating to assess the 

fraction of the measured adhesion strength that can be attributed to the mechanical anchoring 

process.  

The high speed particle impact will also be modeled through FEM to study the effects of surface 

roughness on resulting particle and substrate material deformation. As depicted in Figure 3.1, an 

impact on four different surface profiles will be studied and their influence on local interfacial 

variables, i.e. temperature, contact pressure, velocity vector and high equivalent plastic strain 

(PEEQ), reached in the particle and substrate material will be evaluated. The obtained values will 

be associated to the impact ability to generate metallurgical bonding at the contact interface (Ref 

166,167,220).  



A. Nastic                                                                                                                              Chapter 3- Research Objectives   

 

     56 

 

Figure 3.1: Numerical simulation of particle impact on four different substrate surface profiles (peak, valley, flat 

and angular contact). 

 

3.2 Measurement of Particle in-Flight Temperature  

A high speed mid-wave infrared camera (FAST M2k, Telops, QC, CA) will be utilized to measure 

the particle’s in-flight temperature (Ref 221). Figure 3.2 illustrates the experimental set-up that will 

be utilized.  

 

Figure 3.2: Temperature measurement using a high-speed infrared mid-wave camera during the CGDS process. 

 

The CGDS gas stagnation parameters will be adjusted to ensure proper particle heating and 

acceleration at the nozzle exit.  
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3.2.1 Experimental particle velocity measurement  

Although various techniques and equipment have been utilized to measure the particle velocity at 

the exit of the CGDS nozzle, the current study will use particle streak velocimetry (PSV) and 

particle tracking velocimetry (PTV) methods (Ref 25,105). The former process will use the particle 

streak length, i.e. generated from the utilised exposure time, from the obtained IR camera images, 

while the latter will utilize the particle position and travel time between two sequential frames.  

 

3.2.2 Heat transfer and momentum exchange analysis  

Following the measurement of particle in-flight temperature, a CFD study will be performed using 

ANSYS Fluent® and compared with the obtained particle velocity and temperature measurements. 

A one-way coupled Lagrangian scheme along with a RSM turbulence model will be utilized to 

track the particle trajectory, to model the particle/gas interactions and to predict the particulate 

phase in-flight characteristics (Ref 115,155,161,162). Numerous drag coefficient correlations will 

be tested to ensure proper particle motion description. The main goal of the numerical analysis, 

however, remains to test and validate which of the utilized Nusselt number correlations provides 

the most accurate definition of particle/gas heat transfer process occurring in the CGDS process.  

 

3.3 Effect of Size-Dependent Particle Temperature on Overall Coating 

Properties 

The influence of particle size dependent impact temperature on the adhesion, deposition and impact 

on previously bonded particulate phase, i.e. in-situ peening, will be studied in the present work.  

 

3.3.1 Particle size dependent impact temperature  

The first objective will be to generate depositions of particles with varying temperatures travelling 

at the same velocities using both low and high pressure cold spray systems. The stagnation pressure 

and temperature parameters will be investigated and obtained velocities at the nozzle exit will be 

measured. Once the CGDS process parameters are found, coatings will be generated on polished 

and grit blasted samples. Three sets of spherical feedstock powder with distinct and narrow size 

distributions will be used to ensure proper incorporation of the particle size effect. 
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3.3.2 Impact temperature influence on coating properties  

The effect of impact temperature on powder deposition efficiency will be investigated. The mass 

gain will be measured during coating deposition to obtain the overall coating deposition efficiency. 

The effect of impact temperature on coating adhesion will then be studied, following the ASTM- 

C066 standard. Generated coatings will be machined to appropriate thickness and pulled to measure 

their adhesion/cohesion strength. The obtained values will be compared to the results obtained in 

the study presented in section 3.1 as to investigate the influence of temperature and size on the 

particle infiltration and mechanical anchoring on grit blasted samples. The coatings will also be 

investigated under the SEM to qualitatively describe the temperature effect on particle deformation. 

Finally, bend-to-break tests will be produced, following similar steps as presented in the ASTM- 

D4145-10 standard (Ref 222), to study the particle size dependent temperature apparent toughness, 

crack propagation mechanisms and fish scale processes. The objective of these experimental tests 

are to investigate the particle collision characteristics effects on metallic bonding processes 

(adhesion and cohesion) and the phenomena leading to coating attachment.  

 

3.3.3 CFD modeling for particle trajectory and impact characteristics  

As the measurement of particle temperature under high parameters, i.e. high speed, and of typical 

CGDS particle size, i.e. 30 to 70µm, might not be possible without extensive experimental testing, 

the developed numerical heat transfer model in the study presented in section 3.2 will be utilized 

instead. Thus, both low and high pressure CGDS systems will be modeled using ANSYS Fluent® 

CFD software in goals to retrieve the particle temperature at impact for all generated depositions. 

The flow structures, particle size influence on powder stream trajectory and impact characteristics 

will be studied. In addition to the main goal, the results and CFD analysis obtained from the current 

work will provide a clear understanding of the major differences between both CGDS systems and 

their individual inherent advantages. Finally, experimentally measured deposition efficiencies will 

be used to numerically acquire the full impact characteristics of depositing particles.  

 

3.4 Effect of Particle Impact Characteristics on Interfacial Phenomena 

The objective of the current investigation will be to study the effect of particle size and temperature 

on the deformation and interfacial bonding phenomena of single particle deposition.  
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3.4.1 Single particle deposition and characterization  

Isolated single pure aluminum particle depositions will be generated using both high and low 

pressure CGDS systems at the parameters set in the previous study. Particles of spherical geometry 

will be utilized to reduce the effect of powder irregularities and satellite presence on deposition. 

The objective is to fully characterize the interfacial phenomena occurring at impact for both 

adhered and rebounded particles. The deposited single particles will be pulled using a local 

adhesion test process to reveal the particle/substrate interfacial state and presence of metallic 

bonding, i.e. atomically bonded zones will be identified using cup-and-cone features and/or 

protruding material. Particles traveling below their critical velocity will be collected after rebound 

using carbon tape near the CGDS gun trajectory.  

3.4.2 Numerical simulation of single impact 

The differences in deposition and bonding processes will be explained using FEM. Similarly as for 

the study presented in section 3.1.2, the commercial software package Abaqus/Explicit will be used 

to model single particles with varying impact characteristics. The characteristics obtained in section 

3.3.3 will be utilized. Analysis of the obtained results will consist of investigating the interfacial 

temperature, pressure and oxide layer removal. In addition, the influence of local contact pressure 

on melting temperature and melt propagation process at the impact interface will be described in 

goals to understands its influence on particle bonding.  
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         4CHAPTER    4 

4 RESEARCH APPROACH METHOD AND 

EQUIPMENT  
 

 

he current chapter presents the experimental approach that will be used. More specifically, it 

provides the description of the equipment and apparatus that will be utilized. In addition, the 

numerical models, i.e. computational fluid dynamics simulation and finite element models, chosen 

to analyse the particle/gas and particle/substrate interface phenomena will be described and 

explained.  

T 
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4.1 Feedstock and Substrate  

The current sub-section describes the powder feedstock and substrate material that will be used to 

achieve the objectives presented in Chapter 3.  

 

4.1.1 Powder material 

Figure 4.1 presents the powder feedstock that will be sprayed. The teardrop shaped pure aluminum 

powder, shown in Figure 4.1a, which has been manufactured via gas atomization, has a chemical 

composition of 99.8% Al. The pure aluminum powders depicted in Figure 4.1b, with a 99.99% Al 

elemental composition, have been manufactured by Equispheres®, which generates spherical 

particles eliminating any geometrical effects related to irregular powder shape. As this powder will 

be used to study the particle size influence on deposition, three specific size distributions will be 

sprayed. All three size sets are shown in Figure 4.1b. The last powder that will be studied is a gas 

atomized spherical commercially pure (CP) titanium powder shown in Figure 4.1c. The CP Ti 

powder will be sieved using an in-house tap-sieve shaker unit (W.S. TYLER Ro-Tap Sieve Shaker, 

OH, USA) with proper woven sieve mesh cylinders to separate and recover all particles above 

125µm of diameter, which will facilitate individual particle tracking processes during the particle 

temperature measurement tests.  

 

Figure 4.1: Powder feedstock to be sprayed in the current research. a) Irregularly shaped pure aluminum (99.8% 

Al, CenterLine (Windsor) Limited, Windsor, ON, Canada) b) Spherical pure aluminum (99.9% Al, Equispheres, 

ON, CA) and c) Spherical CP titanium with satellites (CP Ti Grade 1, Crucible Research, PA, USA). 

4.1.2 Substrate  

The substrate material, geometry and surface preparation prior to CS deposition are presented in 

the following sub-sections.  

 

4.1.2.1 Substrate material and geometry  

Steel alloys will be used as substrate material. Table 4.1 presents the chemical composition of both 

the vacuum arc remelted (VAR) 300M (Carpenter Technology, Mississauga, CA) and SAE1018 

steels, selected specifically for the current research work.  
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Table 4.1: Steel alloy substrate compositions  

Elements  Mn C S P Ir Cr Mo Ni Si V Al Ti 

300M 0.78 0.42 0.001 0.006 Bal. 0.81 0.40 1.90 1.68 0.07 0.04 0.002 

SAE1018 0.70 0.15 0.02 0.03 Bal. N/A N/A N/A N/A N/A N/A N/A 

 

All substrates will be machined to a cylindrical geometry with dimension of 25.4mm diameter and 

40mm height to facilitate subsequent mechanical testing, presented in section 4.4.1. The CS 

depositions will be made on the flat ends of the cylindrical samples.  

 

4.1.2.2 Substrate surface preparation processes  

Three different substrate surface preparation methods will be used to study the substrate 

topographical feature influence on coating bonding phenomena.  

The first surface preparation method is the grit blasting process, commonly utilized in the CS field. 

A handheld gravity fed grit blasting unit will be used to this end to roughen the substrate surface. 

The grit will be fed through a steel nozzle and propelled using nitrogen at a pressure of 1.4MPa to 

2MPa. During surface preparation, the nozzle will be held at a 45° angle and at a 50.8mm standoff 

distance to ensure proper surface preparation. Ferrosilicate abrasive with 20mesh size (850µm) will 

be utilized as the impacting medium.  

The second surface treatment method is the forced pulse waterjet (FPWJ, VLN Advanced 

Technologies, Ottawa, CA) process, shown in Figure 4.2. The FPWJ method is equipped with a 

piezo-electric transducer, vibrating at a rate of 40KHz, which generates ultrasonic vibrations. These 

vibrations are transported to an internal nozzle assembly and the oscillatory waves are transmitted 

to a microtip located at the core of the nozzle generating the output flow. As the microtip vibrates, 

the pressurized water stream injected inside the nozzle is converted at its exit from a continuous 

flow to an interrupted pulsated jet. The intermittent slugs of water impart cyclic loading onto the 

substrate surface upon impact. In addition to the cyclic stress, a water hammer pressure is generated 

at the water/substrate interface during the impact process of each slug. This water hammer pressure 

represents the main advantage of the FPWJ process over the continuous waterjet impingement 

process. The resulting substrate surface cold working and erosive phenomena induced by the FPWJ 

are a mixed result of cavitation processes, cyclic loadings, lateral water flow and water hammer 

induced elastic-plastic deformation. The topographical features resulting from the FPWJ surface 

treatment are particular to the water/solid impingement and easily discernable from other surface 

treatment techniques.  
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Finally, the third process is polishing up to a mirror finish polish. Gradual grinding and polishing 

steps up to a final process using a 3µm abrasive suspensions are planned to be applied onto the 

substrate specimen. The polishing equipment to be used is described in more details in section 

4.3.3.  

 

Part# Part Part # Part 

#1 Sample holder/table  #4 User control unit 

#2 Robotic arm and nozzle assembly #5 Pump assembly 

#3 Safety unit #6 FPWJ control unit 

Figure 4.2: Forced pulsed waterjet surface preparation equipment. 

4.2 Cold Spray Equipment 

Two different systems have been chosen to complete the set goals of the current research; a LPCS 

accessible at the University of Ottawa Cold Spray Laboratory and a HPCS available at the National 

Research Council (NRC) – IMI , in Boucherville. Since the former is planned to be used extensively 

for each separate presented project, for the developing stages and proof of concept phases, it will 

be described and presented in much more details than the latter. 

 

4.2.1 Low pressure cold spray system  

The commercially available (SST-EP, CenterLine Limited, Windsor, ON, Canada) LPCS system 

that will be used is shown in Figure 4.3. The system runs using a 15kW heater which can provide 

a maximal temperature of 650C and a maximal operating pressure of 3.45MPa. The carrier gas 

pressure is provided by an 18MPa single nitrogen bottle pack unit that holds eleven industrial high 

pressure nitrogen cylinders. The control unit shown in Figure 4.3a is used to set the operating 

pressure and temperature prior to deposition. The spray gun assembly includes the main gas heater 

and nozzle, as shown in Figure 4.4. 
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Part# Part Part # Part 

#1 Temperature control unit #4 Spray chamber 

#2 Powder feeder flow meter (argon) #5 Water filtering system and HEPA filter 

#3 Pressure regulator #6 Step motor assembly  

Figure 4.3: SST-EP CGDS system to be used at the University of Ottawa Cold Spray Laboratory. a) Centerline 

(Windsor) Ltd. SST-EP control unit and b) spray chamber and ventilation unit. 

The entire assembly is mounted on a step motor controlling the acceleration, velocity and x-y 

displacement of the gun. The movement characteristics, i.e. velocity, acceleration, step size, 

number of cycles, total displacement and individual distances, are controlled by the user through 

PC Interface Software for X-SEL program. During spray, the samples will be enclosed in the spray 

chamber, shown in Figure 4.3, which is equipped with a ventilation system ensuring proper air 

working environment. Figure 4.4 also includes the converging/diverging nozzle at the bottom of 

the high pressure and temperature cylinder. Two different nozzles will be used. The pure aluminum 

powder will be deposited using a Centerline SST-Ultiflow polymer nozzle with a 2 mm throat 

diameter, 6.5 mm exit diameter and 120 mm of diverging length. The nozzle is machined out of 

polybenzimidazole (PBI) to avoid powder deposition at the nozzle walls during spraying at high 

stagnation parameters, which are planned to be used for proper deposition of coatings in the current 

study. To propel the CP titanium powder, a stainless steel (SS) nozzle will be utilized, which has 

the same dimensions as the PBI nozzle.  
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Part # Part 

#1 Heater, high pressure/temperature 

#2 Converging and throat connection 

#3 Diverging section of nozzle 

#4 Powder feeding line 

#5 Powder preheating inlet 

Figure 4.4: Spray gun including the assembled converging/diverging nozzle. 

The powder feeder, shown in Figure 4.5, main components are the powder canister, feeding wheel, 

the control panel and the gas carrier flow rate regulator. The canister keeps the powder away from 

contact with the atmosphere and allows a pressure buildup to propel the powder to the nozzle. The 

volumetric flow of nitrogen particle carrier gas will be set to 30SCFH for all tests, i.e. equivalent 

to 1.16NCMH.  

 
Part # Part 

#1 Powder feeder canister 

#2 Powder outlet 

#3 Wheel speed controller 

Figure 4.5: Termach powder feeder assembly. 
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4.2.2 High pressure cold spray system 

The KINETIKS 4000 (Oerlikon Metco KINETIKS 4000, Switzerland, CH) HPCS system that will 

be used at the NRC facility is depicted in Figure 4.6.  

 

Figure 4.6: Oerlikon Metco KINETIKS 4000 cold spray system at the NRC facility. 

The powder material is injected axially prior to the throat in the converging section of the setup. 

This powder feeding location, as mentioned in the literature, allows the powder to preheat to 

temperatures closer to the gas stagnation temperature. In addition, the system working parameters 

can reach a maximum of 800°C and 4MPa. Similarly as for the LPCS system, nitrogen will be used 

as the carrier and driving gas. A SiC nozzle will be used to propel the pure aluminum powder 

towards the substrate surface. The converging/diverging nozzle is characterized by a throat of 2.70 

mm, an exit diameter of 6.96 mm and a diverging length of 132 mm. The converging section into 

which the powder material is injected has a length of 40 mm, i.e. no pre-chamber.  

 

4.3 In-flight Particle Characteristics Measurements  

4.3.1 High speed infrared camera 

The high speed infrared camera that is planned to be used is shown in Figure 4.7. The IR camera 

(FAST M2K, Telops, QC, CA) is also equipped with a real time temperature calibration (RTTC) 

software, which facilitates its usage in dynamic environments such as in the nitrogen gas flow 

exiting from the converging/diverging CS nozzle. The RTTC allows the camera to be used at any 

recorded exposure time without the need to recalibrate the detected radiance with a high-accuracy 

blackbody. The working distance between the far end lens and the gas flow centre will be set to a 

constant distance for all experiments.  
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Figure 4.7: FAST M2K high speed infrared camera. 

4.3.1.1 Heat transfer analysis and resulting particle temperature  

The HypIR ® software, developed by Telops, will be used to analyze the saved sequences of the 

CGDS powder laden flow. The following analysis process will be used to calculate the particle 

resulting temperature.  

 

The total infrared radiation, 𝑊𝑡𝑜𝑡, captured by the IR detector will come from multiple sources 

bounded by the surrounding environment. This total radiation can be written as; 𝑊𝑡𝑜𝑡 = 𝐸𝑝 + 𝐸𝑟 + 𝐸𝑎 Eq. 53 

where 𝐸𝑝 is the emitted infrared radiation by the in-flight particle, 𝐸𝑟 corresponds to the emission 

generated by the surroundings and reflected by the particle and 𝐸𝑎 is the emitted infrared energy 

by the surrounding atmosphere. The presented Eq. 53 can be rewritten as;  𝑊𝑡𝑜𝑡 = 𝜀𝑝𝛼𝑝𝐸𝑝𝐵 + (1 − 𝜀𝑝)𝛼𝑔𝐸𝑟𝑒𝑓𝐵 + (1 − 𝛼𝑔)𝐸𝑔𝐵 Eq. 54 

where the subscript p and g relate to the particle and gas, respectively. The term 𝛼𝑔corresponds to 

the gas transmittance, 𝜀𝑝 is the particle emissivity and 𝐸𝐵 represents the radiation emitted towards 

the surrounding, i.e. from the gas or particle. The Eq. 54 is written in a simplified form, which does 

not take into account the dependence from T and �̃� on the presented terms although the current 

study will account for them. Since the atmospheric transmittance, 𝛼𝑔, is approximately 90%, the 𝐸𝑔𝐵 term has very little influence on the particle temperature and consequently, the atmospheric 

influence on the IR camera readings will be disregarded in the analysis.  

 

Following Planck’s law, the electromagnetic radiation emitted by the particle, 𝐸𝜆𝑝, at a specific 

wavelength, λ, and temperature, T, can be expressed by; 
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𝐸𝜆𝑝(𝜆, 𝑇) = 𝜀𝜆,𝑇 𝐶1𝜆5 (𝑒𝐶2𝜆𝑇 − 1) Eq. 55 

where 𝐶1 and 𝐶2 correspond to the first and second radiation constants, respectively. In the current 

study, the utilized IR camera operates at midwave, which corresponds to wavelengths varying 

between 𝜆1 =3µm and 𝜆2 =5µm. The radiance emitted by the particles between these two 

wavelengths is calculated using an average radiance; 

𝐸𝑚𝑒𝑎𝑛 = 1𝜆2 − 𝜆1 ∫ 𝐸𝜆𝑝(𝜆, 𝑇)𝜆2
𝜆1 𝑑𝜆 

Eq. 56 

Since the radiance is continuous with wavelength and by applying the intermediate theorem, the 

emitted energy can be expressed as follow; 𝐸𝑚𝑒𝑎𝑛 = 𝐸�̃� = 𝜀�̃�,𝑇 𝐶1𝜆5 (𝑒𝐶2𝜆𝑇 − 1) Eq. 57 

where �̃�  varies between the wavelength bounded by the used IR camera. By combining the 

expressions described in Eq. 54 and Eq. 57, the total infrared radiation captured from the IR camera 

during usage can be written as; 𝑊𝑡𝑜𝑡𝑎𝑙 = 𝜀�̃�,𝑇 𝑅exp ( 𝐵𝑻𝒑) − 𝐹 + (1 + 𝜀�̃�,𝑇𝑝) 𝑅exp ( 𝐵𝑇𝑟𝑒𝑓) − 𝐹 Eq. 58 

where R is function of the integration time and wavelength band, B is function of wavelength and 

F is a positive value close to 1. The particle temperature,𝑇𝑝, highlighted in green in Eq. 58, will 

then be obtained from the total infrared radiation recorded internally by the detector.  

 

4.3.2 Cold Spray meter (CSM) 

The particle velocity will be measured experimentally using a Cold Spray Meter (Tecnar 

Automation Ltd. St-Bruno, QC, CA). The CSM is equipped with a continuous laser that provides 

a power density of 6.57 W/cm2 and a 2.4W power at the exit of the optic fiber. The laser, 

characterized by a wavelength of 810 nm, features a spot size of 8mm at the 10 cm focal point. The 

particles traveling at high velocity are detected using their corresponding diffracted light.  

 

4.3.3 General sample cutting, mounting and polishing 

A precision saw (Secotom-10, Struers, Mississauga, CA) equipped with a silicon carbide cut-off 

wheel will be used to cut the samples to appropriate size for further analysis. Following the cutting 
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process, the samples will be mounted using a phenolic plastic powder in an automatic hot mounting 

press (LaboPress-3, Struers, Mississauga, CA) for samples requiring a cross-sectional analysis. The 

mounting process allows samples to have the appropriate cylindrical dimensions for 

grinding/polishing processes. For this purpose, an automatic grinder/polisher (Tegrapol, Struers, 

Mississauga, CA) will be used.  

 

4.3.4 Optical microscope/ Scanning- Electron Microscope (SEM) 

A digital optical microscope (VHX-2000 Keyence Corporation, Osaka, JP) will be used to obtain 

a general magnified image of samples cross-sections and a three-dimensional stitched image of the 

top surface topographical features. The microscope is equipped with a maximal magnification of 

1000X, a variable depth-of-field that provides full focus for depth composition imaging and a high 

definition resolution allowing 54million pixels of data. The three-dimensional surfaces obtained 

using the digital optical microscope will be used to calculate the substrate surface roughness 

through a Matlab code that enables the evaluation of the arithmetical mean surface deviation (Ra), 

root mean square roughness (Rq) and peak to valley distance (Rz). The definition of all three surface 

roughness descriptive parameters are given as follow;  𝑅𝑎 = 1𝑛∑|𝑦𝑖|𝑛
𝑖=1  Eq. 59 

 

𝑅𝑞 = √1𝑛∑𝑦𝑖2𝑛
𝑖=1  

Eq. 60 

 𝑅𝑧 = 1𝑛∑𝑅𝑝𝑖 − 𝑅𝑣𝑖𝑛
𝑖=1  Eq. 61 

where 𝑦𝑖 is the vertical height from the mean line of the surface topography to the 𝑖𝑡ℎ data point 

for 𝑛 ordered equally spaces points.  

A scanning electron microscope (SEM, Oxford Instrument, EVO-MA10, Zeiss, UK) will also be 

utilized under secondary electron (SE) and back-scattered electron (BSE) signals to obtain 

specimen surface topography and elastic scattering, respectively. In addition, the energy-dispersive 

X-ray spectroscopy (EDS) analytical technique will be used to provide elemental atomic structure 

characterization. Prior to analyzing the samples mounted in phenolic plastic under the SEM, the 

sample surface will be coated with a thin gold conductive layer using a cold gold sputter device 
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(Denton Vacuum, USA). In addition to the gold layer, a copper tape will be placed from the coated 

surface to the metal sample holder to provide a conductive path for the electrons and avoid surface 

charge build-up during analysis.  

 

4.4 Mechanical Characterization  

4.4.1 Adhesion Test 

The adhesion/cohesion of cold sprayed coatings will be tested according to the ASTM C633 

standard. After deposition, the coatings will be faced using a lathe and machined to a uniform 

thickness. A thermally curing elastomeric adhesive bonding agent (FM-1000, Cytec Engineering 

Materials, MD, USA), with an 80 MPa bonding strength will be used to join the coated sample to 

a counter specimen after which the assembly will be positioned in an oven for 2 hours at 190°C. 

Three to six samples per sets will be tested for statistical purposes. For all tests, once the adhesive 

has cured, the assembled sample and counter specimen will be pulled using an Instron Universal 

tensile testing machine (Instron Series 420) at a rate of 0.7 mm/sec.  

 

4.5 Other Relevant Equipment  

4.5.1 Precision Balance 

A precision scale for mass measurement, accurate urate to the 0.0001g, will be used to detect 

surface mass gain during CGDS deposition processes and calculate the deposition efficiency.  

 

4.5.2 Profilometer 

For very smooth substrate surfaces, the use of the three-dimensional stitching process to measure 

the roughness becomes difficult as it approaches the limit of the optical microscope. Hence, for 

polished surfaces a portable profilometer equipped with a 5m diamond tip stylus (PHASE, SRG-

4000, NJ, USA) will be used instead. The depth measuring tool allows detecting surface 

irregularities approaching the range of 0.0005m to 16m, which results in a display resolution of 

0.001m.  

 

4.5.3 High temperature oven  

A natural convection air oven (Carbolite PF120, Hope Valley, UK) will be used for all parts in the 

study requiring heating processes.  
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4.6 Numerical Model Structure  

4.6.1 CFD/ gas and particle interaction 

The following subsection covers the governing fluid flow equations and presents the computational 

methodology that will be used in the Computational Fluid Dynamics models.  

  

4.6.1.1 Basic governing equations for compressible flows  

The ANSYS/Fluent solver will be used to solve equations of mass, momentum and energy 

conservation. In ANSYS/Fluent, the compressible flow is described by standard continuity and 

momentum equations. The energy equation included in the solver incorporates proper coupling 

between the flow velocity and the static temperature. As the current study deals with compressible 

flows, the ideal gas law will be described as follow; 𝜌 = 𝑃𝑜𝑝 + 𝑃𝑅𝑀𝑤 𝑇  Eq. 62 

where 𝜌 is the flow density, 𝑃𝑜𝑝 is the operating pressure, defined as the atmospheric pressure, P is 

the local static pressure relative to the atmospheric pressure, R is the universal gas constant and 𝑀𝑤  is the molecular weight. The temperature, T, is computed using the energy equation. The 

conservation of mass, or continuity, is written as follow; 𝜕𝜌𝜕𝑡⏞𝑀𝑎𝑠𝑠 𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 𝑖𝑛 𝐶𝑉 + ∇ ∙ (𝜌�⃗�)⏞    𝑁𝑒𝑡 𝑚𝑎𝑠𝑠 𝑓𝑙𝑢𝑥 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝐶𝑉 = 𝑆𝑚 
Eq. 63 

where the source 𝑆𝑚 is the mass added to the gas phase from the particles injected in the flow and 

CV stands for control volume. In the current study, the mass added by the particulate phase has 

been evaluated to be too small to generate any important effect on the main flow such that the 𝑆𝑚 

term has been neglected. For 2D axisymmetric models, the conservation of mass can be written as 

follow;  2𝐷 𝑎𝑥𝑖𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐                        𝜕𝜌𝜕𝑡 + ∂∂x (𝜌𝑣𝑥) + 𝜕𝜕𝑟 (𝜌𝑣𝑟) + 𝜌𝑣𝑟𝑟 = 𝑆𝑚 
Eq. 64 

where x is the axial coordinate, r is the radial coordinate, 𝑣𝑥 is the axial velocity and 𝑣𝑟 is the radial 

velocity. The momentum equation is written as follow; 𝜕𝜕𝑡 (𝜌�⃗�)⏞    𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡 + ∇ ∙ (𝜌�⃗��⃗�)⏞      𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = −∇𝑝⏞𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 + ∇ ∙ (𝜏̿)⏟  𝑆ℎ𝑒𝑎𝑟 + 𝜌�⃗�⏞𝐵𝑜𝑑𝑦 + �⃗�⏟𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑜𝑟𝑐𝑒𝑠 Eq. 65 

where p is the static pressure, 𝜌�⃗� is the gravitational body force term, �⃗� is the external body forces 

(lift force, virtual mass force, external body force), the convection term expressed the change due 
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to the movement of the fluid element from one location to another where the flow properties are 

diverging, and �̿� is the stress tensor described as; �̿� = 𝜇 [(∇�⃗� + ∇�⃗�𝑇) − 23∇ ∙ �⃗�𝐼] Eq. 66 

where 𝜇 is the molecular viscosity and 𝐼 is the unit tensor. The second term on the right describes 

the effect of volume dilatation. In Eq. 65, the ∇ ∙ �⃗� term expresses the following; ∇ ∙ �⃗� = 𝜕𝑣𝑥𝜕𝑥 + 𝜕𝑣𝑟𝜕𝑟 + 𝑣𝑟𝑟  
Eq. 67 

For 2D axisymmetric geometries, as the one used in the study described in section 3.2.2, the axial 

and radial momentum equations can be written as follow; 𝜕𝜕𝑡 (𝜌𝑣𝑥) + 1𝑟 𝜕𝜕𝑥 (𝑟𝜌𝑣𝑥𝑣𝑥) + 1𝑟 𝜕𝜕𝑟 (𝜌𝑟𝑣𝑟𝑣𝑥)= −𝜕𝑃𝜕𝑥 + 1𝑟 𝜕𝜕𝑥 [𝑟𝜇 (2𝜕𝑣𝑥𝜕𝑥 − 23 (∇ ∙ �⃗�))] + 1𝑟 𝜕𝜕𝑟 [𝑟𝜇 (𝜕𝑣𝑥𝜕𝑟 + 𝜕𝑣𝑟𝜕𝑥 )]+ 𝐹𝑥 

Eq. 68 

and 𝜕𝜕𝑡 (𝜌𝑣𝑟) + 1𝑟 𝜕𝜕𝑥 (𝑟𝜌𝑣𝑥𝑣𝑟) + 1𝑟 𝜕𝜕𝑟 (𝜌𝑟𝑣𝑟𝑣𝑟)= −𝜕𝑃𝜕𝑟 + 1𝑟 𝜕𝜕𝑥 [𝑟𝜇 (𝜕𝑣𝑟𝜕𝑥 + 𝜕𝑣𝑥𝜕𝑟 )]+ 1𝑟 𝜕𝜕𝑟 [𝑟𝜇 (2𝜕𝑣𝑟𝜕𝑟 − 23 (∇ ∙ �⃗�))]−2𝜇 𝑣𝑟𝑟2 + 23𝜇𝑟 (∇ ∙ �⃗�) + 𝜌 𝑣𝑧2𝑟 + 𝐹𝑟 
Eq. 69 

 

The conservation of energy in the studied system is defined as; 

𝜕𝜕𝑡 (𝜌𝐸)⏞    𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡 + ∇ ∙ (�⃗�(𝜌𝐸 + 𝑝))⏞          𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = −∇ ∙ ( 
 𝑘𝑒𝑓𝑓∇𝑇⏞    𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 − ∑ℎ𝑗𝐽𝑗𝑗⏟    𝑆𝑝𝑒𝑐𝑖𝑒𝑠 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛

+ (�̿�𝑒𝑓𝑓 ∙ �⃗�)⏞      𝑉𝑖𝑠𝑐𝑜𝑢𝑠 𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑖𝑜𝑛
) 
 + 𝑆ℎ Eq. 70 

where 𝑘𝑒𝑓𝑓 is the effective conductivity (𝑘𝑒𝑓𝑓 = ( 1𝑃𝑟)𝐶𝑝𝜇𝑒𝑓𝑓) in which Pr represents the Prandtl 

number, and 𝐽𝑗  is the diffusion flux of species j. The energy transfer from conduction, species 

diffusion, and viscous dissipation are represented by the first three terms of the right side of Eq. 70, 

respectively. The 𝑆ℎ defines the heat of chemical reaction and any volumetric heat sources, i.e. 

radiation source, interphase source and reaction source. In the CGDS process, the 𝑆ℎ has been 

neglected. In Eq. 70; 
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𝐸 = ℎ − 𝑝𝜌 + 𝑣22  
Eq. 71 

where sensible enthalpy, h, is defined for ideal gases as follow;  ℎ =∑𝑌𝑗𝑗 ℎ𝑗 Eq. 72 

and where 𝑌𝑗 is the mass fraction of species j and where ℎ𝑗 = ∫ 𝐶𝑝,𝑗𝑑𝑇𝑇
𝑇𝑟𝑒𝑓  Eq. 73 

with 𝑇𝑟𝑒𝑓 =298.15K. In a pressure-based solver, the thermal energy generated by viscous shear in 

the flow is not automatically included by the solver in the conservation of energy equation, Eq. 70. 

Thus, the viscous heating is separately added through the viscous model and is functional when the 

Brinkman number, Br, approaches or exceeds unity. The Br number is defined in the solver as; 𝐵𝑟 = 𝜇𝑉2𝑘∆𝑇 
Eq. 74 

in which ∆𝑇 represents the temperature difference in the analysed system.  

 

4.6.1.2 Turbulence model 

 Due to the small scale and high frequency in which the turbulent fluctuations appear, it is 

computationally too expensive to directly calculate and account for those fluctuations. To remedy 

this problem, governing equations can be time-averaged, ensemble-averaged or manipulated to 

remove the resolution of small scales. This modification in governing equations however introduces 

additional unknown variables, which can be solved using turbulence models. In the current 

research, the RNG k-ε turbulence model will be used. This model uses the two following relations; 

𝜕𝜕𝑡 (𝜌𝑘)⏞    𝑅𝑎𝑡𝑒 𝑜𝑓 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 + 𝜕𝜕𝑥𝑖 (𝜌𝑘𝑢𝑖)⏞      𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 = 𝜕𝜕𝑥𝑗 (𝛼𝑘𝜇𝑒𝑓𝑓 𝜕𝑘𝜕𝑥)⏞          𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 − 𝜌𝜖⏞𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑖𝑜𝑛/𝐷𝑒𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 − 𝑌𝑀 + 𝑆𝑘 + 𝐺𝑘 + 𝐺𝑏⏟                                                                  𝑇𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑘𝑖𝑛𝑒𝑡𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦/𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 𝑜𝑓 𝑘  
Eq. 75 

and  

𝜕𝜕𝑡 (𝜌𝜖)⏞    𝑅𝑎𝑡𝑒 𝑜𝑓 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 + 𝜕𝜕𝑥𝑖 (𝜌𝜖𝑢𝑖)⏞      𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 = 𝜕𝜕𝑥𝑗 (𝛼𝜖𝜇𝑒𝑓𝑓 𝜕𝜖𝜕𝑥)⏞          𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 + 𝐶1𝜖 𝜖𝑘 (𝐺𝑘 + 𝐶3𝜖𝐺𝑏)⏞            𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 − 𝐶2𝜖𝜌 𝜖2𝑘⏞    𝐷𝑒𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 − 𝑅𝜖 + 𝑆𝜖⏟                                                                  𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒/ 𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 𝑜𝑓 𝜖  
Eq. 76 

where 𝐺𝑘 and 𝐺𝑏 are the generation of turbulent kinetic energy due to the mean velocity gradient 

and the buoyancy, respectively. 𝑌𝑀 is the contribution of the fluctuating dilatation in compressible 

turbulence to the overall dissipation rate, 𝛼𝑘 and 𝛼𝜖 are the inverse effective Prandtl numbers for 𝑘 and 𝜖, respectively. User defined source terms can also be added and are accounted for in 𝑆𝑘 and 
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𝑆𝜖. The terms 𝐶1𝜖=1.42 and 𝐶2𝜖 = 1.68 are derived analytically using the RNG theory. In addition, 

the RNG theory generates a differential equation for turbulent viscosity, given as; 𝑑 (𝜌2𝑘√𝜖𝜇) = 1.72 𝑣√𝑣3 − 1 + 𝐶𝑣 𝑑𝑣 Eq. 77 

where 𝑣 = 𝜇𝑒𝑓𝑓 𝜇⁄  and 𝐶𝑣 ≈ 100. Eq. 77 provides the variance of the effective turbulent transport 

with Reynolds number, which allows increased accuracy at the CGDS nozzle near-wall regions 

and low Reynolds number flow.  

 

4.6.1.3 Solution time dependence  

In the current research, to capture the time dependent solutions of the Navier-Stokes equations, the 

Reynolds-averaged Navier-Stokes (RANS) method for turbulent flows will be utilized. The 

fundamental approach of the technique consists of decomposing a flow variable into a mean and 

fluctuating component.  

 

4.6.1.4 Solution algorithm  

4.6.1.4.1 Pressure based  

A pressure-based solver will be used to calculate the flow properties in the converging/diverging 

nozzle system. The solver employs a method, commonly called projection method, where the 

constraint of mass conservation of the velocity field is generated by solving a pressure equation. 

The pressure equation is derived from the continuity and momentum equations such that the 

velocity field corrected by the pressure satisfies the continuity. Since the equations governing the 

flow properties are nonlinear and coupled, the solver process includes iterations in which the 

governing equations are solved repeatedly until a converged solution is reached. To solve, a 

SIMPLE segregated algorithm is used, which solves the governing equations sequentially, i.e. 

segregated from one another, and the individual solutions are obtained one after the other, as shown 

in Figure 4.8.  
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Figure 4.8: Illustration of the SIMPLE segregated algorithm approach in solving the governing flow equations.   

The separate steps include the following;  

1. Based on the current solution, fluid properties are updated (density, viscosity, specific heat, 

turbulent viscosity). 

2. Momentum equations are solved sequentially using the updated values of pressure and face 

mass fluxes. 

3. The pressure correction equation is solved with updated velocity field and mass-flux. 

4. From step 3. The face mass fluxes, pressure and the velocity field are updated based on the 

solution of the pressure correction equation. 

5. Solve equations for additional scalars such as turbulent quantities. 

6. Update the source terms arising from the interaction generated between different phases 

(source terms in the carrier gas phase due to discrete particles). 

7. Verify convergence.  

 

4.6.1.4.2 Density based  

In addition, a density based solver will also be used in the current research for the three dimensional 

CS flow models, described in section 3.3. The density based solver similarly to the pressure based 

approach utilizes a control-volume based technique, however, the governing equations (continuity, 

momentum and energy) are solved simultaneously rather than sequentially. The following steps, 

illustrated in Figure 4.9, are looped until the converging criteria is met; 
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1. Fluid properties updated (initialized values are used at the start of the simulation). 

2. Solve the continuity, momentum and energy equations. 

3. Solve equations for scalars such as turbulence using previously updates values of other 

variables. 

4. Verify convergence.  

 

Figure 4.9: Density based solution steps.  

The formulation of the solver will be implicit, which although requires more computational 

memory than the explicit formulation allows reaching a converged state much faster. The implicit 

approach solves all coupled variables (𝑝, 𝑢, 𝑣, 𝑤, 𝑇), in all cells at the same time. Each unknown 

variable in a cell is computed using a relation that includes both existing and unknown values from 

the neighboring cells. These unknowns are thus included in more than one equation and then solved 

for simultaneously.  

 

4.6.1.5 Discretization schemes 

Different spatial discretization schemes will be used. A second order upwind and QUICK 

(Quadratic Upstream Interpolation for Convective Kinematics) schemes will be utilized for that 

purpose. The second order upwind will be used for the spatial discretization of the flow and 

turbulent properties. This scheme calculates quantities at cell faces using a multidimensional linear 

reconstruction approach. The QUICK discretization scheme, on the other hand, is based on a 

weighted average of second-order upwind and central interpolation of the studied variable.  
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4.6.2 FEM/Impact process and adhesion test  

The explicit dynamic procedure will be used for the simulation of particle impact processes and the 

quasi-static adhesion testing.  

4.6.2.1 Explicit dynamic analysis frame 

ABAQUS/Explicit ®, commonly used to simulate the impact of CGDS particles on deformable 

target substrate surfaces will be used in the current research. The explicit dynamic analysis for 

integration uses a central-difference operator, i.e. the displacement and velocities are calculated 

based on known data at the start of an increment. Hence, the global mass and stiffness matrices do 

not need to be formed and inverted as normally completed in an implicit frame of work. The 

stability of the central-difference method is controlled through the selected time increment. To 

avoid rapidly growing errors, the time increment is chosen as the time required for a stress wave to 

cross the smallest element dimension in the model. Hence, this solving method is favoured in 

problems that include a total dynamic response time only a few orders of magnitude longer that the 

stability limit, such as the impact of CGDS particles for which the full analysis requires only a few 

nanoseconds. An approximation to the stability limit can be expressed as; ∆𝑡 ≈ 𝐿𝑚𝑖𝑛𝑐𝑑  Eq. 78 

where 𝐿𝑚𝑖𝑛  is the smallest element dimension in the chosen meshing process and 𝑐𝑑  is the 

dilatation wave speed, solely responsible for volume changes in the analyzed medium. The 

dilatation wave speed can be expressed in terms of 𝜆0 and 𝜇0 as; 

𝑐𝑑 = √𝜆0 + 2𝜇0𝜌  
Eq. 79 

where 𝜌 is the material density and 𝜆0 and 𝜇0 are both effective Lam’s constants defined in terms 

of the young’s modulus, E, and Poisson’s ratio, v. In ABAQUS/Explicit the default time 

incrementation scheme is set to fully automatic and is used in the current study.  

The solving procedure implemented in ABAQUS software considers both the explicit integration 

rule and a diagonal element mass matrix. Hence the equations of motion are integrated using the 

central-difference integration rule as follow;  �̇�(𝑖+12)𝑁 = �̇�(𝑖−12)𝑁 + ∆𝑡(𝑖+1) + ∆𝑡(𝑖)2 �̈�(𝑖)𝑁  Eq. 80 

and 𝑢(𝑖+12)𝑁 = 𝑢(𝑖)𝑁 + ∆𝑡(𝑖+1)�̇�(𝑖+12)𝑁  Eq. 81 
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where 𝑢𝑁 is the degree of freedom (ex: a displacement) and the subscript i is the increment number 

in the explicit dynamic step. Hence, the kinematic state of the analysed body as it advances in time 

is calculated with known values of �̇�(𝑖−12)𝑁  and �̈�(𝑖)𝑁  from the previous increment. The diagonal 

element mass matrices, with known accelerations, are computed as follow; �̈�(𝑖)𝑁 = (𝑀𝑁𝐽)−1 (𝑃(𝑖)𝐽 − 𝐼(𝑖)𝐽 ) Eq. 82 

where 𝑀𝑁𝐽  is the mass matrix, 𝑃𝐽  is the applied vector load and 𝐼𝐽 is the internal force vector 

assembled from contributions of individual elements.  

In the CGDS field, a fully coupled thermal-stress analysis is commonly used to perform 

calculations as the mechanical and thermal effects influence each other strongly. In the explicit 

frame, the heat transfer equations are integrated using the explicit forward-difference time 

integration. 

The quasi-static adhesion tests will also be simulated using the explicit dynamic framework. 

Applying the explicit procedure, described above, to quasi-static problems reduces the required 

system resources, which decreases the simulation time. 

 

4.6.2.2 Material properties 

4.6.2.2.1 Elastic properties and shock wave influence  

Following is the definition of the materials linear elastic model behavior. In the model, the total 

stress in the elastic region is defined using the total elastic strain;  𝜎 = 𝑫𝑒𝑙𝜀𝑒𝑙 Eq. 83 

where 𝜎  is the true stress state, 𝑫𝑒𝑙  is the fourth-order elasticity tensor and 𝜀𝑒𝑙  is the total 

logarithmic elastic strain (of same value than engineering strain at small deformations). The 

hydrodynamic stress, related to the volume changes, is determined by an equation of state. The 

equation for conservation of energy needs to equate the increase in internal energy per unit mass, 𝐸𝑚, to the rate at which work is being produced by stresses and the rate at which heat is being 

added, such that; 

𝜌 𝜕𝐸𝑚𝜕𝑡⏞  𝐶ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 = (𝑝 − 𝑝𝑏𝑣) 1𝜌 𝜕𝜌𝜕𝑡 + 𝑺: �̇�⏞              𝑅𝑎𝑡𝑒 𝑜𝑓 𝑤𝑜𝑟𝑘 𝑑𝑜𝑛𝑒 𝑏𝑦 𝑠𝑡𝑟𝑒𝑠𝑠𝑒𝑠 + 𝜌�̇�⏞𝐴𝑑𝑑𝑒𝑑 ℎ𝑒𝑎𝑡 𝑟𝑎𝑡𝑒
 

Eq. 84 

where p is the pressure stress, 𝑝𝑏𝑣 is the pressure stress due to the bulk viscosity (resistance to 

deformation), S is the deviatoric stress tensor, �̇� is the deviatoric part of the strain rate and �̇� is the 

heat transfer per unit mass. The 𝑝𝑏𝑣, however, is a default numerical effect added in FEM to smear 

a shock front and prevent elements from collapsing (zero volume across a single time increment) 
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under extreme velocity gradients. An equation of state is defined which assumes the pressure is a 

function of the density, 𝜌, and the internal energy per unit mass, 𝐸𝑚, such that; 𝑝 = 𝑓(𝜌, 𝐸𝑚) Eq. 85 

In high energy impacts, such as the impact generated by particles in the CGDS process, the 

hydrodynamic pressure is calculated using the analytical Mie-Gruneisen equation of state (EOS) 

instead of the linear elastic part of the stress-strain curve (Young’s modulus). The Mie-Gruneisen 

EOS is a special form of the Gruneisen model used to describe the effect of the volume change on 

the vibrational properties of crystal lattice. This influence describes, in other words, the effect of a 

change in density on the internal material energy. The Gruneisen model provides; Γ = 𝑉 (𝑑𝑃𝑑𝐸)𝑉 
Eq. 86 

where Γ is the Gruneisen parameter, V expresses the volume, P is the pressure and E is the internal 

energy. With the assumption that the Gruneisen parameter, Γ, is independent of P et E, when 

integrated, the expression in Eq. 86, can be written as follow;  𝑝 − 𝑝𝐻 = Γ𝜌(𝐸𝑚 − 𝐸𝐻) Eq. 87 

where 𝑝𝐻 and 𝐸𝐻 are the Hugoniot pressure and specific energy per unit mass at a reference state. 

This reference state is commonly taken from a model that expresses the pressure dependence on 

density and internal energy, which doesn’t account for the volume change effect on lattice vibration 

(cold curve). For the current Mie-Gruneisen EOS case, the reference is estimated by the Hugoniot 

equations given by Eq. 87. In a shock compressed material, the Hugoniot equations are developed 

following mass, momentum and energy conservation. In a material which includes a shock wave 

propagation, a relative motion exists between the two that needs to be accounted for. As shown in 

Figure 4.10, the shock propagates at a speed, 𝑢𝑠, while the material compressed by the pressure 

behind the shock travels at another speed, 𝑢𝑚. The Hugoniot equations developed using a moving 

reference frame, i.e. the shock front, have velocities expressed as follow; 

 velocity of material behind the shock = 𝑢𝑠 − 𝑢𝑚 velocity in front of the shock = 𝑢𝑠. Eq. 88 
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Figure 4.10: Shock wave propagation through material in a) stationary medium and b) moving frame.  

 

Assuming a steady state and that the area before and after the shock is the same, the conservation 

laws utilized in the Hugoniot analysis can be expressed as follow; 

Mass conservation:                           
�̇�𝐴 ≡ 𝜌0𝑢𝑠 = 𝜌1(𝑢𝑠 − 𝑢𝑚) Eq. 89 

 

Momentum conservation:                     𝑃1 − 𝑃𝐻 = 𝜌0𝑢𝑠𝑢𝑚 ≡ �̇�𝐴 (𝑢𝑚) Eq. 90 

 

Energy conservation:        
�̇�𝐴 ∙ [ℎ1 − ℎ0 + 12 (𝑢𝑠 − 𝑢𝑚)2 − 12 (𝑢𝑠)2] = 0 

(1rst law of thermodynamics)  

Eq. 91 

where �̇� is the mass flow rate, A is the area and h is the specific enthalpy. These sets of equations 

are conditions on the jump in values across any shock wave and they are referred to as the Rankine-

Hugoniot equations. To solve, the linear relationship between the shock and material speed used; 𝑢𝑠 = 𝑐0 + 𝑠 ∙ 𝑢𝑚 
Eq. 92 

where 𝑐0  is the speed of sound at an uncompressed state and s is the Hugoniot slope  

(𝑠 = 𝑑𝑈𝑠 𝑑𝑈𝑝⁄ ) determined by experiments. Eq. 92 states that shock wave velocity is proportional 

to particle velocity. At this stage, if the shock wave velocity, 𝑢𝑠, is known from experiments, all 

unknowns in Eq. 89 to Eq. 91 (𝑢𝑚, 𝑃1, 𝜌1, ℎ1) can be determined. However, in CGDS the 𝑢𝑠 value 

is not measurable, and instead the EOS is used as expressed in Eq. 85 to obtain an additional relation 

to Eq. 89 to Eq. 91.  

Using the previous relations, the Hugoniot energy, 𝐸𝐻, and the Hugoniot pressure, 𝑃𝐻, required in 

the Mie-Gruneisen EOS, can be expressed as;  𝐸𝐻 = 𝑃𝐻(1−𝜌0 𝜌⁄ )2𝜌0      (steps presented in Appendix A) 
Eq. 93 

Using the mass, momentum and experimental relationship, the Hugoniot pressure is provided by;  
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𝑃𝐻 = 𝜌0𝑐02𝜂(1−𝑠𝜂)2             (steps presented in Appendix B) 
Eq. 94 

such that the Gruneisen ratio term, Γ, present in Eq. 86, is defined as; Γ = Γ0 𝜌0𝜌  Eq. 95 

where Γ0  is a material constant, 𝜌0  is the material reference density and 𝜂 = 𝜌𝜌0.  Using the 

Gruneisen ratio definition, the Hugoniot pressure expression and the Hugoniot energy, the Mie-

Gruneisen equation, expressed by Eq. 87 can be rewritten as follow; 𝑝 = 𝜌0𝑐02𝜂(1 − 𝑠𝜂)2 (1 − Γ0𝜂2 ) + Γ0𝜌0𝐸𝑚. Eq. 96 

The Mie-Gruneisen equation is implemented in ABAQUS, which will be used in the current study 

for the high speed particle impact simulation. The Γ0 , c0 , 𝜌0  and s parameters are material 

dependent properties.  

The development presented above only describes the hydrodynamic stress, i.e. stress related to 

volume changes. The deviatoric stress, d, related to the stress causing shape change, given by the 

following equation will be used in the current simulations; d = 2𝐺𝑒𝜖𝑑 
Eq. 97 

where 𝐺𝑒 is the elastic shear modulus and 𝜖𝑑 is the elastic deviatoric strain.  

 

4.6.2.2.2 Plastic properties  

The plasticity model commonly used in the CGDS field is the Johnson-Cook model. It is indented 

for applications including kinematic hardening and important rate-dependent effects. The model 

uses the Mises yield surfaces, common definition of isotropic yielding, independently of the 

equivalent pressure stress. During isotropic hardening, the yield surface size uniformly changes in 

all directions such that the yielding stress increases with increasing plastic straining. The Johnson-

Cook hardening model has been used by many in the field to model the particle high-rate 

deformation impact process. The static yield stress, 𝜎0, is expressed as; 𝜎0 = [𝐴 + 𝐵(𝜀̅𝑝𝑙)𝑛][1 − �̂�𝑚] Eq. 98 

where 𝜀̅𝑝𝑙 is the equivalent plastic strain, A, B, n and m are materials parameters and �̂� is the non-

dimensional temperature defined as; 

�̂� ≡ {                                          0                     𝑓𝑜𝑟 𝑇 < 𝑇𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛(𝑇 − 𝑇𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛)/(𝑇𝑚𝑒𝑙𝑡 − 𝑇𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛)                                            1                            𝑓𝑜𝑟 𝑇 > 𝑇𝑚𝑒𝑙𝑡𝑓𝑜𝑟 𝑇𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 ≤ 𝑇 ≤ 𝑇𝑚𝑒𝑙𝑡 
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where T is the current temperature, 𝑇𝑚𝑒𝑙𝑡 is the melting temperature and 𝑇𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 is the transition 

temperature defined as the temperature at which or below which the material has no temperature 

dependence on the calculation of yield stress. When 𝑇 > 𝑇𝑚𝑒𝑙𝑡, the material is in its melted form 

and will behave as a fluid such that no shear resistance will be generated and 𝜎0 = 0. In addition, 

the Johnson-Cook model also includes a strain rate dependent term, described as follow;  �̅� = 𝜎0(𝜀̅𝑝𝑙 , 𝑇)𝑅(𝜀̇𝑝𝑙) Eq. 99 

and  𝜀̇𝑝𝑙 = 𝜀0̇𝑒𝑥𝑝 [1𝐶 (𝑅 − 1)]             𝑓𝑜𝑟 �̅� ≥ 𝜎0 
Eq. 100 

where �̅� is the yield stress at nonzero strain rate, 𝜀̇𝑝𝑙 is the equivalent plastic strain rate, 𝜀0̇ and C 

are material parameters measured at or below 𝑇𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛, 𝜎0(𝜀̅𝑝𝑙 , 𝑇) is the static yield stress and 𝑅(𝜀̈𝑝𝑙) is the ratio of the yield stress at nonzero strain rate to the static yield stress, i.e 𝑅(𝜀0̇ = 1.0). 
Finally, the form in which the Johnson-Cook yield stress model will be used in the current research 

is expressed as;  

𝜎0 = [𝐴 + 𝐵(𝜀�̅�𝑙)𝑛]⏞        𝑃𝑙𝑎𝑠𝑡𝑖𝑐 𝑠𝑡𝑟𝑎𝑖𝑛 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒 ∙ [1 + 𝐶 ln 𝜀̇𝑝𝑙𝜀0̇ ]⏞        𝑆𝑡𝑟𝑎𝑖𝑛 𝑟𝑎𝑡𝑒 𝑒𝑓𝑓𝑒𝑐𝑡 (𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦) ∙ [1 − �̂�𝑚]⏞      𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑠𝑜𝑓𝑡𝑒𝑛𝑖𝑛𝑔/𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑒𝑓𝑓𝑒𝑐𝑡
 

Eq. 101 

 

where �̅� is the yield stress at nonzero strain rate, 𝜀̇𝑝𝑙 is the equivalent plastic strain rate, 𝜀0̇, C are 

material parameters measured at or below 𝑇𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛, A, B, n and m are materials parameters, and �̂� is the non-dimensional temperature. Many have used the previous equation to characterize the 

material plastic deformation. However, this model has clear limitations at very high strain rates 

(> 107𝑠−1). Erroneous results have been obtained through extreme element deformation and 

distortion. This limitation stems from the fact that at very high strain rates, the mechanisms 

governing the dislocation motion transforms from thermally activated to phonon drag. To account 

for this change, the Preston-Tonks-Wallace (PTW) constitutive model has been used in CGDS 

modeling. The PTW model and material relations are not included in the ABAQUS software and 

will thus be added separately through a user subroutine (VUHARD). The flow stress, 𝜎, defined 

by Preston et al. is given as follow;  𝜎 = 2 [�̂�𝑠 + 𝛼 ln [1 − 𝜑exp (−𝛿 − 𝜃𝜖𝑝𝜙𝜑)]]𝐺𝑝 
Eq. 102 

 𝜙 = 𝑠0 − �̂�𝑦𝑛 ,         𝛿 = �̂�𝑠 − �̂�𝑦𝛼 ,                𝜑 = exp(𝛿) − 1 
Eq. 103 
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where �̂�𝑠 is the normalized work hardening saturation stress, �̂�𝑦 is the normalized yield stress, 𝜃 is 

the strain hardening rate, 𝜖𝑝is the plane strain, 𝑠0 is the saturation stress at 0K and n is the strain 

hardening constant. The plastic shear modulus, 𝐺𝑝,is dependent on the temperature and is defined 

by the Mechanical Threshold Stress (MTS) model: 𝐺𝑝(𝑇) = 𝐺0 − 𝐵exp (𝐽𝑇) − 1 Eq. 104 

in which 𝐺0 is the shear modulus at 0K, B is a material constant, 𝐽 is a temperature material constant 

and T is the corresponding node temperature. The following equations are used to determine the 

work hardening saturation stress, �̂�𝑠, and the yield stress, �̂�𝑦; 

�̂�𝑠 = max {𝑠0 − (𝑠0 − 𝑠∞)erf [𝜅�̂� ln (𝛾�̇�𝜖�̇�)] , 𝑠0 (𝜖�̇�𝛾�̇�)𝛽} Eq. 105 

 

�̂�𝑦 = max{𝑦0 − (𝑦0 − 𝑦∞)erf [𝜅�̂� ln (𝛾�̇�𝜖�̇�)] ,min {𝑦1 (𝜖�̇�𝛾�̇�)𝑦2 , 𝑠0 (𝜖�̇�𝛾�̇�)𝛽}} Eq. 106 

where �̂� = 𝑇 𝑇𝑚⁄ , 𝑇𝑚  is the melting temperature, 𝑠∞  is the saturation stress near the melting 

temperature, 𝜅 is the temperature dependence constant, 𝛾 is the strain rate dependence constant, 𝜖�̇� 

is the plastic strain rate, 𝛽 is the high strain rate exponent, 𝑦0 is the yield stress constant at 0K, 𝑦∞ 

is the yield stress constant near melting temperature, 𝑦1 is the medium strain rate constant and 𝑦2 

is the medium strain rate exponent. The two definitions provided in the maximum function are used 

for both low and high strain rate regimes. When low strain rates prevail, the first correlation in the 

maximum function is used, while the second is utilised when the strain rate goes above a threshold 

which defines the start of the dislocation drag mechanism governed dislocation movement.  

The material parameter, �̇�, in the pervious equations is defined as follow;  

�̇� = 12 (4𝜋𝜌𝑚3𝑀𝑎 )1 3⁄ (𝐺𝑝(𝑇)𝜌𝑚 )1 2⁄
 

Eq. 107 

where 𝑀𝑎 is the atomic mass.  
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         4CHAPTER    5 

5 RESEARCH PROJECTS RESULTS 

his chapter presents three peer reviewed papers published in international journals relevant to 

the current research. Two of which have been published in the Journal of Thermal Spray 

Technology (J. Therm. Spray Technol.) and one in the Surface and Coating Technology (Surf. 

Coat. Technol.). The last study is written as a research article and will be submitted in a peer-

reviewed journal. Each paper addresses one of the main research objectives presented in  

Chapter 3.  

 

 

 

T 
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5.1 RESEARCH PROJECT 1 

This paper was reproduced according to the copyright agreement signed with ASM International.  

 

This paper studies the effect of substrate surface roughness on the impact induced interfacial 

properties and characteristics susceptible to generate fresh-metal contact zones, i.e. localized 

pressure rise and extensive material plastic flow, and subsequently metallic (atomic) bonding, i.e. 

localized temperature rise, large contact pressures and particle beneficial vertical momentum. The 

fraction and role of mechanical and metal bonding in the obtained coating adhesion strengths are 

characterized using FEM and experimental diffusion test, respectively. It was shown that for any 

increase in substrate roughness, the adhesion process shifts from a metallic bonding, on polished 

surface, to a mechanical anchoring process. The polished surface allows the generation of improved 

contact characteristics, such as temperature and contact pressure. This peer-reviewed paper 

addresses the objectives presented in section 3.1.  
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5.2 RESEARCH PROJECT 2 

 

This paper was reproduced according to the copyright agreement signed with ASM International.  

 

The focus of the following paper, entitled “Evaluation of heat transfer transport coefficient for cold 

spray through computational fluid dynamics and particle in-flight temperature measurement using 

a high-speed IR camera”, was to obtain particle in-flight temperature measurements and 

subsequently evaluate heat transfer coefficients and equations used in CGDS process 

computational fluid dynamics models. The importance of including the effect of particle relative 

Mach number and Reynolds number in the empirical Nusselt correlation has been emphasised. This 

peer-reviewed article addresses the objectives presented and detailed in section 3.2.  
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5.3 RESEARCH PROJECT 3 

 

This paper was reproduced according to the copyright agreement signed with Elsevier.  

 

This paper investigates the effect of particle inherent size-dependent temperature on the particle 

deposition behavior, deposition efficiency and coating adhesion strength. Three size sets of pure 

aluminum powder have been deposited on polished and grit-blasted steel substrate surfaces. The 

experimental results are used to design a CFD model capable of providing the complete particle 

impact characteristics (position within the CS flow, size, temperature and velocity) of aluminum 

powder material. This paper addresses the objectives set in the study presented in section 3.3. 

Results show the importance of particle impingement process on the adhesion strength of the first 

deposited layer. Additionally, a rise in particle impact temperature has been shown to increase the 

deposition efficiency, and lead to a decrease in adhesion with particle size increase.  
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5.4 RESEARCH PROJECT 4 

 

The following section presents the results obtained under the fourth research project, which has 

studied the influence of particle impact characteristics effect on interfacial phenomena developed 

upon impact. Wipe tests, i.e. well distributed single particle deposition, have been produced and 

the contact surface of both deposited and rebounded particles has been studied. The substrate 

surface impacted zone has also been analysed to further understand the phenomena occurring upon 

particle bonding and rebounding processes. The study first demonstrates the presence of 

asymmetrical deformation for all tested impact characteristics, which has been associated to particle 

preferential grain orientation. Secondly, pressure dependent melting features have been detected 

and the melt front trajectory explained through FEM. The interfacial high temperature zones 

characteristics have been shown to affect the substrate surface and the particle bonding. Insufficient 

particle temperature increase has shown to lead to both poor adhesion and cohesion processes, 

while peening phenomena, as described in the previous work of section 5.3, have been shown to 

enhance the bonding of cold particles.  
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         4CHAPTER    6 

6 CONSLUSIONS AND FUTURE WORK 

6.1 Conclusions 

The general purpose of the current research work was to improve the understanding of particle 

impact temperature and substrate surface features on the CGDS deposition process and impact 

ensuing phenomena. This was achieved by conducting four clear research objectives that made use 

of experimental and numerical (computational fluid dynamics and finite element modeling) 

investigations.  

 

The first objective concentrated on the deposition of soft particle material on hard substrate surface 

to ensure consistent surface roughness prior, during and after coating buildup and consequently 

guarantee a proper correlation of obtained results with substrate roughness. A pure aluminum 

powder has been sprayed on a steel surface for this purpose. The roughness has been varied from 

mirror finish, i.e ~Ra= 0.2±0.1µm, up to Ra= 84.9±6.4µm using polishing, grit blasting and force 

pulsed waterjet surface preparation techniques. A heat treatment was conducted to reveal the 

presence of metallurgical bonding. The generated interfacial diffusion zones, i.e. intermetallic 

layer, were associated with areas of fresh metal contact. Obtained results show that mechanical 

anchoring becomes the predominant coating adhesion process for any produced roughness, 

irrespective of the surface preparation method utilized, which also proves the inconsequential effect 

of embedded grit during grit blasting processes. In addition, the coatings achieved a maximal 

50MPa adhesion strength at Ra= 50µm, which has been associated to the limited contribution of 

mechanical anchoring effects past this roughness. Finally, through FEM, it has been established 

that the particle impact with a flat surface can achieve at the interfacial contact zone a higher 
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temperature, contact pressure and velocity gradients favorable to the creation of metallic bonding, 

which explains its ability to generate metallurgical bonding, confirmed through the overwhelming 

observed intermetallic zones.  

 

Following the study of the substrate state influence on deposition processes, the next research 

objective focused on studying the effect of particle temperature on deposition. However, since the 

particle temperature has never been measured in the field and the currently utilized heat transfer 

correlations have consequentially never been confirmed, the first step of the study focused on 

providing an extensive experimental investigation in goals to generate the first temperature 

measurement in the field. The use of large, i.e. 125µm, spherical titanium particles coupled with 

proper spray parameters, allowing appropriate heating, gas flow features, and particle velocity have 

permitted to successfully record the particle in-flight temperature using a high speed MW IR 

camera. The data has been analysed and a complete heat transfer and momentum analysis produced 

through CFD, which allowed to find the most appropriate Nusselt correlation for the description of 

particle flow in the CGDS field. The obtained data were established to be satisfactory and 

representative, and the developed set-up was evaluated to be accurate and precise. The accuracy 

and preciseness of the measurements have been maximized by ensuring proper camera calibration 

for real time temperature field variations and reliable particle velocity using particle tracking and 

streak velocimetry techniques from recorded IR sequences. In addition, the obtained correlations 

have been used to simulate the particle temperature in a high-pressure cold spray set-up equipped 

with a preheating converging section. The results show the importance of the current study, aside 

from its novelty, which demonstrates a variation of 81°C between the most common correlations 

utilized in the field.  

 

The following project has investigated the deposition efficiency, adhesion strength and behavior 

under bend-to-break tests for coatings deposited under varying particle temperature and size. The 

validated particle/gas heat transfer characterization presented in the previous study has been used 

to define the resulting particle impact temperature after their trajectory inside both low pressure 

and high-pressure systems. The same material combination from the first study has been utilized, 

i.e. pure aluminum/steel, to provide an investigation of soft material impact on hard targeted 

surface, which is sparsely studied in the field. Complete three-dimensional computational fluid 

dynamic simulations have been included to fully characterize the particle size and injection location 

dependent trajectory, velocity and temperature inside the CGDS nozzles upon axial and radial 

injections. The obtained results first show the importance of unsuccessfully deposited particles in 
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the increase of coating adhesion strength for the spray at low particle impact temperatures using a 

low pressure CGDS system. Consequently, as the peening frequency increases, i.e. decreasing 

deposition efficiency, with the increase of particle size, the adhesion strength was seen to increase. 

However, as the particle impact temperature increased, the adhesion strength was measured to 

decrease with increasing particle size. The developed CFD models along with the measured 

deposition efficiency provided a complete characterization of successfully depositing particles in 

both systems, i.e. size, temperature, location, and velocity, and explain the observed coating 

properties.  

 

Finally, the influence of particle size dependent impact temperature on interfacial phenomena 

leading to bonding has been investigated. Obtained results demonstrate the importance of 

incorporating the pressure in the evaluation of particle melting temperature. The melt propagation, 

stagnation and regressive cooling have shown to be drastically influenced by the particle size and 

impact velocity and temperature. The melt zone duration increases with particle increasing size and 

increasing temperature. Features related to melting, i.e. melt fingers, spheroidal particles and film 

micro-cracking, have been observed on the particle interface, which confirm melting occurrence, 

validate FEM modeling results and reinforce their influence in bonding processes. This study 

provides important experimental results and key observations, which have not been reported 

previously in the field. The numerical work is used to provide additional explanations to the 

reported observations.   
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6.2 Future Work 

 

Several follow-up studies that would improve the understanding of process features affecting the 

bonding mechanisms in the cold gas dynamic spray field can be undertaken. In addition, although 

particle in-flight temperature data have been obtained for the first time in the field, which have also 

led to a complete heat transfer analysis and CFD numerical work, many improvements can be made 

to the recommended technique. Some specifics of potential future investigations are proposed in 

the following list.  

 

1. To generalize the results of substrate surface roughness influence on adhesion mechanisms, 

different materials from the category of soft particle impact on hard substrate surface 

should be tested. This would provide the effect of material combination and ability of 

dissimilar material with different crystal structure and inherent properties to generate 

metallic bonding on various surface profiles.  

2. Although the intermetallic-forming process under diffusion heat treatment process can be 

used to visualise at low magnification the presence of fresh-metal contact, a TEM analysis 

should be conducted to characterize locally the presence of metallic bonding.  

3. The utilized mid-wave infrared camera, set-up and sequence analysis method should next 

be tested with higher particle in-flight temperatures. An external heating system or a high-

pressure cold spray system should be used to increase particle temperature and allow 

improved detection. This will provide further confirmation of the results and analysis 

presented in the current thesis.  

4. Efforts should be put into developing a long wave infrared camera, capable of providing 

an easier detection of in-flight particles. In addition, a set of various lenses should be tested 

along with a blackbody background to increase resolution, while trying to keep an 

appropriate depth of field, and improve contrast between particles and background, 

respectively.  

5. Further efforts should be put in obtaining the micro-particle emissivity for different surface 

roughness features, oxide layer thickness, temperature and material.  

6. The deposition efficiency of the first aluminum layer deposition on the used steel substate 

can be measured instead of the overall average to provide the exact aluminum on steel 

bonding characteristics. To ensure representative and valid DE measurement at such low 

feeding rate, visual inspection of the fraction of deposited particles over the number of 
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traces can be obtain over a large surface section area using stitched SEM images (or 

sequence of images).  

7. The FEM study can additionally be supported by developing a crystal plasticity finite 

element model (CPFEM) to simulate the particle polycrystalline structure, in goals to 

understand the effect of preferred average grain orientation on overall interfacial 

deformation, oxide removal and adhesion. The CPFEM approach, currently inexistent in 

the CGDS field, would provide important microstructural texture related insights to the 

high speed deformation process.  

8. The experimental results of interfacial phenomena observed at the contact surface of 

bonded and rebounded particles can be used to develop a FEM that includes metallic 

bonding processes. The experimental results confirming the influence of particle size and 

temperature on adhesion can be utilized to confirm the validity of the developed numerical 

metallic bonding assumptions and description.  

9. A numerical model that includes material phase change, i.e. melting processes, should be 

developed to understand the initiation, development and propagation of melting zones and 

their influence on bonding.  
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APPENDIX A- Hugoniot Energy  

The Hugoniot energy, EH, pressure, PH, and the Mie-Gruneisen equation expressed in the linear 

equation of state from, described in section 4.6.2.2 are demonstrated in the following appendices.  

 

Starting from the energy conservation equation given in Eq. 91; �̇�𝐴 ∙ [ℎ1 − ℎ0 + 12 (𝑢𝑠 − 𝑢𝑚)2 − 12 (𝑢𝑠)2] = 0 
A. 1 

The enthalpy, h, can be replaced by: ℎ = 𝑒 + 𝑃𝜌, A. 2 

which provides: �̇�𝐴 ∙ [𝑒1 + 𝑃1𝜌1 − 𝑒0 + 𝑃0𝜌0 + 12 (𝑢𝑠 − 𝑢𝑚)2 − 12 (𝑢𝑠)2] = 0. A. 3 

Using the mass conservation, presented in Eq. 89 and developing the expression (𝑢𝑠 − 𝑢𝑚)2the 

above equation becomes; 𝜌1(𝑢𝑠 − 𝑢𝑚) 𝑃1𝜌1 − 𝜌0𝑢𝑠 𝑃0𝜌0 + 𝜌0𝑢𝑠 (𝑒1 − 𝑒0 − 𝑢𝑠𝑢𝑚 + 12 𝑢𝑚2 ) = 0 A. 4 

 𝑃0𝑢𝑠 − 𝑃1(𝑢𝑠 − 𝑢𝑚) = 𝜌0𝑢𝑠 (𝑒1 − 𝑒0 − 𝑢𝑠𝑢𝑚 + 12 𝑢𝑚2 ). A. 5 

 

Using the momentum conservation, given in Eq. 90, and the mass conservation; 𝑃0𝑢𝑠 − (𝜌0𝑢𝑠𝑢𝑚 + 𝑃0)(𝑢𝑠 − 𝑢𝑚) = 𝜌0𝑢𝑠 (𝑒1 − 𝑒0 − 𝑢𝑠𝑢𝑚 + 12 𝑢𝑚2 ) A. 6 

 (𝜌0𝑢𝑠𝑢𝑚2 + 𝑃0𝑢𝑚 − 𝜌0𝑢𝑠2𝑢𝑚) = 𝜌0𝑢𝑠 (𝑒1 − 𝑒0 − 𝑢𝑠𝑢𝑚 + 12 𝑢𝑚2 ) A. 7 

 (𝑃0𝑢𝑚) = 𝜌0𝑢𝑠 (𝑒1 − 𝑒0 − 12 𝑢𝑚2 ). A. 8 

Assuming that in the above developed equation, the 𝑃0  is negligible compared to 𝑃1 , 𝑒0 is 

negligible compared to 𝑒1, and using the mass conservation (Eq. 89); 0 = 𝜌0𝑢𝑠 (𝑒1 − 12 𝑢𝑚2 ), A. 9 
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0 = 𝜌0𝑢𝑠𝑒1 − 12 𝜌0𝑢𝑠𝑢𝑚2  A. 10 

 

From the momentum equation, the term 𝜌0𝑢𝑠𝑢𝑚 is equal to 𝑃1; 0 = 𝜌0𝑢𝑠𝑒1 − 12 𝑃1𝑢𝑚. A. 11 

The mass equation can be rewritten as, using 𝜂 = 1 − 𝜌0 𝜌1⁄  𝑢𝑚 = 𝜂𝑢𝑠. A. 12 

Using this equality in A. 11; 𝜌0𝑢𝑠𝑒1 = 12 𝑃1𝜂𝑢𝑠. A. 13 

 𝜌0𝑒1 = 12 𝑃1𝜂. A. 14 

 𝑒1 = 𝑒𝐻 = 12 𝑃1𝜌0 𝜂. A. 15 
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APPENDIX B- Hugoniot Pressure 

The Hugoniot pressure, 𝑃𝐻 , is developed by starting from the momentum conservation while 

considering that 𝑃0 (state 0) is assumed negligeable compared to 𝑃1 (state 1); 

 𝑃1 = 𝜌0𝑢𝑠𝑢𝑚 B. 1 

and using the relation between 𝜂, 𝑢𝑠 and 𝑢𝑚 given by 𝑢𝑚 = 𝜂𝑢𝑠, the following is obtained; 𝑃1 = 𝜌0𝑢𝑠2𝜂. B. 2 

Using the linear relation between speed and material velocity, given in Eq. 92 and the relation 

provided in A. 12; 𝑢𝑠 = 𝑐0 + 𝑠 ∙ 𝜂𝑢𝑠 B. 3 

 𝑢𝑠(1 − 𝑠𝜂) = 𝑐0 B. 4 

 𝑢𝑠 = 𝑐0(1 − 𝑠𝜂) . B. 5 

Finally, combining B. 2 and B. 5 and recognizing that stage 1 refers to shock Hugoniot 

(thermodynamic state behind a traveling shock), the equation of Hugoniot pressure is given by; 𝑃1 = 𝑃𝐻 = 𝜌0𝑐02𝜂(1 − 𝑠𝜂)2 . B. 6 

 


