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Abstract

The impact phenomena of high velocity micron-size particles, although commonly considered and
described as detrimental in numerous engineering applications, can be used in a beneficial way if
properly understood and controlled. The Cold Gas Dynamic Spray (CGDS) process, known as a
surface modification, repair and additive manufacturing process, relies on such high velocity
impacts. In the process, solid particles are accelerated by a supersonic gas flow to velocities up to
1200 m/s and are simultaneously heated to temperatures lower than their melting point. When
propelled under proper velocity and temperature, the particles can bond onto a target surface. This
bonding is caused by the resulting interfacial deformation processes occurring at the contact

interface. Hence, the process relies heavily on the gas/particle and particle/substrate interactions.

Although numerous experimental and/or numerical studies have been performed to describe the
phenomena occurring during particle flight and impact in the CGDS process, numerous phenomena
remain poorly understood. First, the effect of substrate surface topographical condition on the
particle deformation and ability to successfully adhere, i.e. atomically and/or mechanically, has not
been thoroughly investigated such that its influence is not well understood. Another aspect of the
process that is generating the largest gap between experimental and numerical studies in the field
is the lack of particle in-flight temperature measurements. Obtaining such data has proven to be
technically difficult. The challenges stem from the short particle flight time, low particle
temperature and small particle size preventing the use of established thermal spray pyrometry
equipment. Relatedly, lack of such measurements precludes a proper experimental study of the
impact related phenomena at the particle/substrate interface. As a result, the effect of particle size
dependent temperature on overall coating properties and atomic bonding relies currently on
estimates. Finally, the effect of particle impact characteristics on interfacial phenomena, i.e.
grain size and geometry, velocity/temperature, and oxide scale thickness, on adhesion and
deformation upon single particle collision has also been scarcely studied for soft particle

depositions on hard substrate.

Hence, the current research work aims at studying fundamental aspects of particle/gas heat transfer
and particle/substrate impact features in goals to improve the understanding of the CGDS process.
Different surface preparation methods will be used to create various surface roughness and
topographical features, to provide a clear understanding of the target surface state influence on

coating formation and adhesion. Additionally, new equipment relying on novel technology, i.e.
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high-speed IR camera, will be utilized to obtain particle in-flight temperature readings with
sequence recordings. Subsequently, the experimental particle in-flight temperature readings will be
used to develop a computational fluid dynamics model in goals to validate currently used Nusselt
number correlations and heat transfer equations. The particle size-dependent temperature effect on
the particle’s elastic and plastic response to its impact with a targeted surface and its ability to
successfully bond and form a coating will be studied experimentally. A thorough CFD numerical
work, based on experimental findings, will be included to provide full impact characteristics
(velocity, temperature, size and trajectory) of successfully deposited particles. Finally, the
numerical results will be utilized in the ensuing study to correlate single particle deformation,
adhesion and interfacial features to impact characteristics. A finite element model will be included
to investigate the effect of particle size dependent temperature on single particle interfacial

pressure, temperature and bonding ability.
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CHAPTER

INTRODUCTION

stablishing a proper understanding of the behavior of different materials subjected to
Ehigh speed impact processes has become a leading area of research in the 21™' century
(Ref 1-4). Numerous processes rely on high speed impacts to function as intended such as
cold gas dynamic spray (CGDS) (Ref 5), forced pulsed waterjet (FPWJ) (Ref 6) and laser
shock compression (Ref 7). Others, on the other hand, find the presence of high speed dynamic
collisions detrimental to their system, such as ballistic impacts (Ref 8), cavitation erosion (Ref
9) and minute space debris attrition (Ref 10). Although proper understanding of extreme
impact phenomena is essential in all these fields, numerous characteristics of the impactor
material and/or resulting impacted surface features remain inappropriately characterized due
to technological limitations. These challenges are associated to the short time and dimension
scales (~1078s and 1nm), and non-equilibrium regimes, i.e. high cooling rates in the order of
108 K/s, under which these events develop (Ref 9,11,12). To improve the knowledge of such
high strain rate localized impact events, numerical models have been developed and the
impactors/targeted surfaces behavior and microstructural evolution have been analysed using
multi-scale methods, i.e. continuum, quasi-coarse-grained dynamics and atomistic (Ref 8,13—
18). However, since these models rely primarily on experiments to validate their suitability,
their accuracy in defining the high-speed impact dynamics is tied to the quality of the

assumptions used in the advent of
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impossible experimental measurements. The CGDS process, discovered in the 1980’s, is

facing such challenges despite the growing use of the process in many applications and fields.

1.1 Background

In the CGDS process, micro-particles injected in a converging/diverging nozzle and
accelerated by the supersonic gas to velocities ranging between 300m/s to 1200m/s rely on
the impact process resulting phenomena to adhere to a target surface. Describing the wide
range of mechanical and thermodynamic conditions occurring under such loading is
challenging and the induced local microstructural features are extremely difficult to segregate
and observe in-situ. Under extreme dynamic loading circumstances, influenced by the particle
material properties, the particle impact velocity/temperature and target surface material
properties/topography, the resulting high strain-rate, pressure, and temperature cause the
material to behave differently than under quasi-static conditions (Ref 2). To simplify the study
of the CGDS process, i.e. from particle injection to particle deposition, the system has
typically been divided in two distinct fields of study; 1) Gas Dynamics, relevant to the in-
flight particle/gas interactions and 2) Impact Dynamics, pertinent to the particle/substrate

deformation phenomena.

Gas dynamics perspective
The gas expansion and the presence of shock waves, in the CGDS process, induce large
variations in the driving gas properties (Ref 19,20). The complex gas flow structure (inside
and outside the nozzle) has been visualized using Schlieren imaging and modeled through
computational fluid dynamics (CFD) simulations (Ref 19,21,22). The particle in-flight
characteristics (position and velocity) have also been measured using laser-light sheet and
laser two-focus velocimetry (Ref 23,24). However, the particle in-flight temperature has yet
to be measured. Classical pyrometry methods providing reasonably accurate readings for
temperatures above 1200°C, far above the CGDS carrier gas stagnation temperature, are
unsuited for the measurement of CGDS particle in-flight temperatures (Ref 25,26). To
overcome this issue, modeling has been used to predict the value of particle temperature.
However, the validity of heat transfer coefficients, such as Nusselt number, and equations
currently used in these CFD simulations remain to be confirmed (Ref 27-29). Since particle
impact temperature affects the particle deformation behavior, its inaccurate prediction could
lead to erroneous deformation prediction upon impact and consequently affect the

understanding of the particle bonding process.
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Impact dynamics perspective
The shock wave generated from the particle impact leads to the activation of deformation
resulting in the propagation of high pressure waves. Once the local pressure exceeds the
Hugoniot elastic limit, the material starts deforming plastically under the action of dislocation
motion and development following the particle/substrate surface interface topography (Ref
30). Tangential velocity and friction at contact surfaces produce additional shear forces with
magnitudes dependent on substrate properties and condition (Ref 31). The resulting material
elastic/plastic flow propagation largely relies on the local particle temperature. Numerous
plastic constitutive relations already exist, which relate solid flow parameters to physical
deformation processes (Ref 14,32,33). Under the high shock loading conditions of CGDS
particles, local in-situ impact phenomena occur very rapidly, and visualisation becomes
difficult. In addition to the effect of particle in-flight characteristics and substrate condition
on deformation and shock wave propagation, the micron-size particles microstructural
features, i.e. grain size and shape, also influence the shock wave/material interactions. Powder
manufacturing and processing conditions lead to specific particle microstructures, impurity
levels and oxygen contents, which altogether infer mechanical properties that differ from one

particle to another (Ref 34,35).

1.2 Motivation and Objectives

To date, the CGDS process has been used in a variety of fields for several different
applications such as composite coatings for medical use (Ref 36,37), polymer metallization
in electronics (Ref 38—46), corrosion protection of large metal deep water structures and
nuclear fuel containers (Ref 47-56), restoration of aerospace parts (Ref 57,58,67,59—66),
production of energetic materials (Ref 68,69), photovoltaic and photocatalytic performance
in the energy industry (Ref 70,71), generation of wear resistant surfaces in automobile
applications (Ref 72,73) and as an additive manufacturing process (Ref 62,74—80). The CGDS
process implementation in aerospace and automotive industries has become an important way
to strengthen Canada’s position in the industrial field. A recent investment of 4 million CAD
has been made in aim to build a network of industrial partners for a stronger Canadian value
chain (Ref 81). In the US market, the CGDS repairs generate significant benefits and savings
evaluated at 22.5 million USD, which are associated mainly to the reduction of magnesium
production and utilization of chromated surface treatments (Ref 82). Since current
technological developments rely on sustainability and performance progress, optimizing the

CGDS process is crucial. To achieve an actual improvement, the gas/particle and
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particle/substrate interactions must be better understood and current gaps in the process

fundamental aspects must be reduced.

To this end, the current research aims at evaluating the influence of substrate surface
topography on particle adhesion, to provide particle in-flight temperature measurement and
consequently validate the energy transport coefficients (Nusselt) used in modeling work, to
assess the influence of size-dependent particle temperature on coating and deposition
characteristics and to investigate the combined effect of particle microstructure and
temperature on the occurrence of metallic/atomic bonding for single CGDS particle impacts.
The soft aluminum particle/hard steel substrate material combination will be utilized
throughout the research. Table 1.1 summarizes the separate objectives to be covered in this

thesis.

Table 1.1:Research objectives and project descriptions

Objective # Title Description

e Surface roughness effect on
particle/substrate interfacial stress,
# Substrate surface influence on bonding strain, contact pressure and velocity
nature and adhesion strength e  Bonding nature/ Diffusion test
e Impact requirements to enhance and
induce metallic bonding/ FEM model

e  Particle/gas interactions

e  Particle in-flight temperature
experimental measurements

e CFD model for heat transfer and
momentum analysis

. Particle in-flight temperature
measurement/Heat transfer analysis

e CFD model of high pressure (axial
injection-high temperature) and low
pressure (radial injection-low particle

o . temperature) CGDS systems

#3 Particle impact temperature influence on L .

e Particle in-flight characteristics
statistical analysis based on flight

trajectory and injection location

deposition and adhesion

e  Particle temperature effect on impact
ensuing adhesion/ coating properties

e  Particle characteristics influence on

o o single particle bonding process

Particle impact characteristics influence ) .

#4 . L ; e  Particle temperature and size effect on
on interfacial impact occurring . . ]

h single particle deformation

phenomena

e  Particle interfacial features influence on
bonding
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1.3 Outline

The current thesis has been divided in six distinct chapters. The current Chapter 1 has been
devoted to provide a simplified overview of the relevant study background, to present the
motivations that have led to the extensive numerical and experimental work and to describe
the main objectives of the research.

In Chapter 2, a review of the CGDS process will be presented and described in terms
of the current field state of knowledge. First, the gas dynamics principles will be utilized to
explain the working basis of the process. Subsequently, the interaction between gas and in-
flight particles will be covered through kinetics and heat transfer theories. Then, a detailed
review of material deformation processes based on imparted strains, stresses and strain rates
will be given. Mechanisms governing deformation will be presented based on shock
wave/medium interactions, dislocation movement, multiplication and generation.

Chapter 3 will present in detail the research objectives and interests of the planned
studies. It will provide to the reader a clear understanding of the current research direction.

Chapter 4 will provide the methodology and approach used in order to complete the
set research objectives. The equipment and additional material will be described. The
characterisation, analysis and measurement apparatus will be presented. Finally, a detailed
planning of experimental and numerical steps will be given.

Chapter 5 presents the experimental and numerical results along with their
discussion. Three studies have been published in peer-reviewed journals and are presented in
their published form. The last work is written as an article in preparation to the submission
process to a peer-reviewed journal. Each of the presented studies address different objectives
presented in detail in Chapter 3. To allow the reader to easily recognize each separate work,
the content of each study is introduced at the beginning of each subsection in Chapter 5.

Finally, Chapter 6 summarizes and gathers the main conclusions from each
investigation, highlighting the important results and outcomes. It also provides numerous
suggestions for future work to simplify future studies on the effect of impact characteristics

on the fundamental phenomena arising at the particle/substate interface.



CHAPTER

LITERATURE REVIEW

R

eview of the in-flight and impact process phenomena occurring during the CGDS is provided

in this chapter. It will present findings and theories related to the current thesis topics. The

review will cover the following subjects;

1.

L 0 Nk WD

Cold gas dynamic spray historical background

Gas dynamics principles for converging/diverging nozzles
Computational fluid dynamics

Particle-laden flows

Particle velocity-temperature

Particle impact ensuing phenomena

Particle bonding

Particle and substrate characteristics influence on deposition

Finite element modeling

10. Particle microstructure
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2.1 Cold Gas Dynamic Spray (CGDS) Process

2.1.1 Background

Although designed in early 19" century, it is only in 1980 that wind tunnel experiments lead to the
creation and patent of a process referred to the “cold gas dynamic spray”, which the working
principles were based on the use of a converging/diverging nozzle (Ref 65). The CGDS process,
also referred to as Cold Spray (CS), was re-discovered in the 1980’s at the Institute of Theoretical
and Applied Mechanics in Novosibirsk Russia (Ref 21). Its deposition and working principles have
been found and revealed during the study of two-phase flow interactions (Ref 83,84). Small
aluminum tracer particles have been injected in a supersonic wind tunnel and successful deposition
has been discovered upon their impact with an end-plate. Alkhimov et al. have published results
based on spatial and temporal laser diagnostic methods, i.e. laser Doppler velocimetry (LDV), laser
sheet photographs and pulsed Schlieren photography, which allowed the visualisation of the
particles within the flow and permitted the measurements of individual particle in-flight velocity
prior and after impact (Ref 85). Figure 2.1 illustrates the influence of flow and target surface on

particle trajectory and rebound velocity.

Incident particles

Reflected particles

Substrate

A 4

Gas and particle flow
Figure 2.1: The impact process of 30-60um Cu particles traveling at 150m/s recorded through laser sheet

photography technique (Ref 83). (Reproduced with permission of Elsevier)

In 1987, a pre-heating chamber was added to the original design, and in 1989, a device was designed
to include separate powder and gas flow injections. Since then and after countless filed patents, the
CGDS has become a commercial process used to deposit protective coating layers (Ref 52,55,86),
restore components dimensional features (Ref 59,62,87), and form bulk material, i.e. additive

manufacturing process (Ref 75,88). In addition, Karashin et al. proposed in 1996 a modified version
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of the patented CGDS, in which the particles are injected into the diverging nozzle section, instead

of the stagnating converging part (Ref 65).

2.1.2 Process overview

Based on Alkimov et al. and Karashin patents, the CGDS process is divided into two main systems
based on the powder material injection location; high pressure cold spray (HPCS) and low pressure
cold spray (LPCS). The former utilizes a powder injection located in the converging nozzle part,
while the latter injects the powder material in the diverging nozzle section. In both systems, two
gas streams enter the converging/diverging de-Laval nozzle. The first, referred to as the
propulsive/carrier gas, passes through a powder feeder after which it becomes loaded with the
powder feedstock material. The second stream, referred to as the driving gas, passes at high pressure
through a gas heater to reach high stagnation temperature. The driving gas then accelerates as is
travels through the converging/diverging nozzle to supersonic velocities, by conversion of thermal
energy to kinetic energy. The general features of the HPCS system are illustrated in Figure 2.2. The
powder feeder is operated at a pressure near or superior to the main gas stream local pressure at the
injection point, which can reach values above 4MPa. The HPCS process design allows for powder
preheating by the main gas flow in the pre-chamber section, as highlighted in Figure 2.2, prior to

its acceleration after the nozzle throat.

Powder feeder
: Qi Flow straightener
Particles t Pre-chamber £ Coating
EValve
High pressure i
s Supersonic nozzle
Substrate
i’_

Valve Gas heater

Figure 2.2: High pressure CGDS system layout with powder injection occurring upstream in the stagnating gas of

the converging nozzle section (Ref 89). (Reproduced with permission of Elsevier)

In Figure 2.3, illustrating the LPCS system, it is shown that the powder is injected after the throat.
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Powder feeder

Particles

Flow straightencr

Low pressure Coaling

gas supply ﬁ; X X X X

Valve Gas heater Pre-chamber

Supersonic nozzle

Substrate
Figure 2.3: Low pressure CGDS system showing the downstream, in the supersonic flow, powder injection (Ref 90).

(Reproduced with permission of Springer Nature)

In the LPCS design, the local gas pressure after the throat is restricted to normally 1.7MPa, which
ensures that atmospheric pressure is enough to drive the powder material into the nozzle main gas
stream. In addition, the range of nozzle expansion limits the Mach number increase at the outlet of
the nozzle to usually < 3, which altogether lowers the accessible particle velocity. These features
make theLPCS system more flexible and the equipment cheaper. Since the injection is made inside
the supersonic gas flow, the particles accelerate at high rates immediately after entering the nozzle

but at the cost of remaining at very low in-flight temperatures.

2.1.3 Other thermal spray processes

The CGDS coating deposition process belongs to the family of thermal spray processes (Ref 91,92).
Its main advantages over common thermal spray methods, i.e. electricity arc spray, plasma spray
and high velocity oxyfuel, is the low working carrier gas stagnation temperature and resulting solid
state particle deposition, as depicted in Figure 2.4, which limit the oxidation, decomposition,
formation of metastable phases, uncontrolled grain growth in powder material during their flight in
the nozzle and limits the substrate surface temperature rise. Although in the 1980’s, it was believed
that particle melting was necessary for deposition, it was quickly found that successful particle
bonding was achieved even at low temperature due to the impact resulting material characteristics
that occur at the particle/substrate \contact interface. Although, it provides great control over the
particle characteristics during and upon impact, low particle temperature limits the variety of
materials that can be sprayed using the CGDS process to materials capable of plastic flow. It is for
this reason that the process only effectively works exclusively for metals, polymers and composites

where one of the components ensures proper degree of material plasticity.
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Figure 2.4: Cold spray process particle velocity, substrate temperature and working gas temperature in comparison
to other important thermal spray processes (Ref 90). Exin and Ewern stand for kinetic energy and thermal energy

respectively. (Reproduced with permission of Springer Nature)

To fully capture the CGDS working principles, the process can be divided in multiple segments
and analysed from the perspective of gas dynamics, particle/gas interactions, particle impact and
bonding mechanisms. These segments will be covered in details in the upcoming Chapter 2

sections.

2.1.4 Gas dynamic principles

The CGDS process relies on the energy imparted on the particles by the gas as they travel within
the high-speed flow. Coating deposition, bonding and impact phenomena predominantly depend
on particle velocity and temperature, for a given material, which renders the study of the gas stream
properties important. The stored energy (enthalpy) in the high pressure and temperature flow is
efficiently converted to kinetic energy using a converging/diverging nozzle with an appropriate
pressure ratio between the nozzle’s throat and outlet following gas dynamics principles covered in
the ensuing paragraphs.

Fluids with appreciable change in density (dp), due to a variation of pressure (dP) and temperature
(dT), as a result of flow are called compressible flows. The rate of change of fluid density with
respect to pressure can be associated to the speed of sound. Sound is described as an infinitesimal
pressure wave, which creates a change in pressure, density and velocity by propagating steadily
through a fluid. Its speed is defined as the distance traveled per unit time by a pressure wave that
propagates through the studied fluid. By the continuity and the conservation of momentum

equations across the pressure wave front, the following relations are obtained:

10
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dp _dV Eq. 1

¢ = (a_P) = st Eq.2
ap/ p’

where the subscript s refers to a process of constant entropy as the small variation in pressure and

and

temperature produce a nearly reversible process. The speed of sound is, thus, also defined as the
square root of stiffness, kg, over density, p, of a material or the instantaneous change in elastic
stress due to the variation of density. Given that the fluid is a perfect gas and utilising the P = pRT

ideal gas law, the speed of sound of an ideal gas can be obtained through:

Cgas = \YRT, Ee-3

where R is the gas universal constant (8.3144 J/mol-K) divided by the molecular gas weight, W,

and y is the ratio of specific heats, y = g—p. Hence, a fluid characterized by a low speed of sound

requires a low change of pressure to generate a certain change in density, which based on the
previously presented relations makes that fluid more compressible than one that is described with
a high speed of sound. Additionally, as described in Eq. 3, the speed of sound of an ideal gas is
influenced solely by the gas temperature, 7, and nature, y. Such that, the higher the temperature
and the specific heats ratio, the higher can the gas velocity be at the exit of the nozzle, which is
desired in the CGDS process. From Table 2.1, which presents the speed of sound of common gases,
it can be concluded that due to its low reactivity and abundant availability, i.e. low cost, the nitrogen

gas is best suited for commercial CGDS applications.

Table 2.1: Speed of sound, c, of common gases at standard pressure and temperature.

Gases Speed of sound
Carbon dioxide, CO> 269m/s
Argon, Ar 322m/s
Air, 0.78N + 0.210, +0.093Ar + 0.0007CO; 346m/s
Nitrogen, N 351m/s
Helium, He 1016m/s
Hydrogen, H 1315m/s

11
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The influence of speed of sound over the fluids compressibility and pressure pulse pattern is

quantified using the Mach number:

=" Eq.4
c

The gas flow characteristics, hence, depend on the flow velocity and the local speed of sound. The
compressible effect of flows initiates at subsonic (0.3 <M < 1) speeds and fully develop at M > 1.
The flow patterns and phenomena occurring in a real system comprising a compressible fluid are
very complex but can be analysed and interpreted using a combination of assumptions. In such
simplified analysis, the changes in flow properties are hypothesised to occur and follow:
1. Isentropic gas flow: Considered adiabatic and frictional effects are assumed to be
small. Therefore, the flow can also be considered reversible and thus isentropic.
2. One-dimensional gas flow: gas properties are uniform across the perpendicular flow
direction.
3. Ideal gas.
4. The constant-pressure (dh = C,dT) and constant-volume (du = C,dT) specific heats
of the gas are considered constant; calorically perfect gas.
Hence, if the flow inside a converging/diverging nozzle is regarded as a control volume, which has
no external source of energy or work added to it, other than the pressure and heat at the stagnation
location and if heat and friction losses are negligible, then the first law of thermodynamics can be

written as the stagnation enthalpy of the control volume:
VZ

Eq. 5
hy=h+ > = constant, 1

where hy is the enthalpy of the fluid when the velocity is equal to 0, and V is the flow velocity. The

assumed constant specific heat capacity at constant pressure and the ideal gas law provide:

Eq. 6
Cp =VYR/(y — D).

The stagnation temperature, Ty, and the mass flow rate, m, of the gas are set by the user during the
CGDS process. Hence, using the variables set by the user along with Eq. 6, the gas properties at

any location inside the nozzle can be obtained through the following isentropic relations:

TO - 1 Eq. 7
—=1+——M?
T 2
which clearly demonstrates the energy conversion from enthalpy to kinetic energy,
14
P, y—1_ _\7-1 Eq. 8
Po_ (1 L)
p= (5

and

12
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1
2 (o
Eq. 9 shows that as the gas Mach number increases, the density is required to drastically decrease.
As it will be described in a following section, this decrease in density decreases the drag force
applied on the particles traveling inside the gas, which consequently reduces their velocity. Hence,
expanding the gas to higher Mach numbers inside the converging/diverging nozzle may not provide
higher particle velocities. For this reason, the CGDS process has been designed to work under the
supersonic regime with M=2 to 3 instead of the hypersonic regime. As shown in Figure 2.5, in the

incompressible regime, the enthalpy remains constant. At high flow velocities, the influence on

enthalpy, therefore temperature and consequently pressure, is affected through the perfect gas law.
1
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Figure 2.5: Static stagnation ratio of gas properties as a function of stream Mach number (Ref 93). (Reproduced

with permission of Springer Nature)

In addition to the first law of thermodynamics, the conservation of mass can also be used across

the same control volume and with the relations given in Eq. 1 and Eq. 2 to yield;

m = pVA
—0P = pVaV § = (1 - Mz)67V _ _%A Eq. 10
P = c%dp

At M<1, reducing the cross-sectional area in the direction of the flow, dA < 0, is the sole way to
induce flow acceleration (9V > 0), which is an intuitive process. With decreasing area, the velocity
will keep increasing at, however, lower rate as the velocity nears the speed of sound. This decrease
in rate is directly affected by the (1 — M?) term, which decreases as M increases with velocity. For
M>1, Eq. 10 states that the only way to increase the gas stream velocity is by increasing the area,

0A > 0. Hence, to ensure proper constant acceleration of the flow, a converging/diverging nozzle

13
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has to be utilized, which explains its usage in the CGDS process, i.e. in the stagnating converging
section of the nozzle (M<1) the area is reduced and the flow accelerated, once it crosses the throat
with proper conditions, the gas will keep accelerating in the diverging portion. The condition that
needs to be reached at the throat to allow proper gas acceleration throughout the nozzle is a flow
with M=1.

Although the previous flow analysis process can be used for isentropic flows, there exists certain
conditions of stagnation pressure and back pressure, i.e. nozzle exit pressure, that result in a non-
isentropic stream and/or that do not provide proper conditions at the throat. Figure 2.6 illustrates
the gas behavior for various back pressure and exit pressure ratios.

e If AP =0, the gas will remain static and no acceleration will be produced, i.e. no
transformation from enthalpy to kinetic energy.

e  Asthe back pressure is reduced, the flow accelerates in the direction of the nozzle exit from
the converging section towards the diverging region, as similarly observed previously
through Eq. 10 and area variations. If, in addition, a subsonic (M<1) condition is reached
at the throat, the flow will decelerate in the diverging part of the nozzle. (Case a)

e Upon further decrease of the back pressure, and when a sonic (M=1) behavior is obtained
at the throat, two cases can appear;

o If the decrease in pressure is not low enough to sustain the acceleration in the
nozzle diverging section, the gas will still decelerate, reconverting kinetic energy
into enthalpy. (Case b)

o If the exit pressure is below a critical value, i.e. below case ¢ pressure, the flow
will accelerate in the diverging section and a supersonic regime will be reached.
However, a normal shock wave will be necessary to equalize the flow pressure
with the back pressure, after which the flow velocity, temperature and density
drastically decrease. The lower the exit pressure, the further downstream will this
shock wave appear (Case c¢) until it reaches Case d.

o C(Cases e and g represent over-expanded and under-expanded flows, respectively. In the
over-expanded case, the exhaust pressure is found to be lower than the registered back
pressure from case f. A series of irreversible oblique shocks and expansion waves are then
required at the exit to increase the flow pressure. On the other hand, an under-expanded
flow requires additional expansion to reduce the exhaust pressure to the back pressure.

Expansion waves and oblique shocks then form to ensure that the back pressure is reached.

14
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o Finally, Case f represents an ideal isentropic evolution characterized by an absence of
strong disturbances inside and outside the nozzle. This occurs when the gas inside the

nozzle reaches exactly the back pressure once it arrives at the exit.

e

Subsonic flow at
- nozzle exit
(shock in nozzle)

Supersonic flow at
> nozzle exit
{no shock in nozzle)

expansion

wave

Figure 2.6: Gas flow behavior based on the stagnation and back pressure ratio. (Ref 94).

(Reproduced with permission of Elsevier)

When the sonic regime is reached at the throat, the stagnation pressure, Py, and the properties at
the throat, denoted by the subscript ‘*’, are calculated using the previously shown isentropic
procedure (Eq. 7 - Eq. 9):

The temperature at the throat, T™, is obtained by:

TO ideri M 1 stat Eq. 11
= ————, considering a = state,
1+ -1/2 &

then the gas velocity at the throat is given by;

V= W Eq. 12

Imposing a process gas flow rate allows to calculate the sonic gas density, i.e. at the throat;

*

. m* Eq. 13
P =va
where A* is the cross-sectional area at the throat. In addition, using the ideal gas law, the gas

pressure at the throat is obtained as follow;

15
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Eq. 14
From the throat pressure, the stagnation pressure can be computed by;
T\Y/Y—1 — 1Y/ Eq. 15
Po=P*(—2) =P*(1+(y )) .
T
Finally, the area ratio can be related to the Mach and flow property as follow;
A 11 1 b +1) \HEeD Eq. 16
AL (102D, |
A* M [(y -1) ( 2

which allows to predict the exit Mach number for a designed nozzle. The throat area, A*, typically
varies between 1 to 3mm in current commercial CGDS systems and its size usually depends on the
maximum gas flow rate the system has been designed to handle based on the gas heater system

capacity. The gas mass flow rate, constant throughout the nozzle, can be expressed as;

-(y+1)
. APy [y (V + 1)2(y—_1) Eq. 17
" VR

In the CGDS process, nozzles are designed to operate as close as possible to the isentropic scenario,
shown in Figure 2.6 case f, as to avoid flow disturbances and large variations in flow properties,
which can induce uncertain deposition properties. Commonly, however, for practicality reasons, a
regular nozzle is used with numerous gas stagnation properties resulting in over-expanded or under-
expanded regimes. Although, shocks inside the nozzle can be avoided, they cannot completely be
eliminated in the CGDS spray process. After the nozzle exit and pressure readjustment processes,
the supersonic gas flow is directed towards a substrate surface upon which at impact it is required
to decelerate to stagnation. To successfully achieve such drastic change in velocity a bow shock is
generated, as depicted in Figure 2.7, at the targeted material surface. Abrupt changes in gas
properties and sudden increase in flow density in the static region affects the flow trajectory and
particle in-flight properties, i.e. significant influence on smaller particles traveling with lower
inertia. The strength of the bow shock increases with increasing gas velocity, which additionally

limits the gas M to optimized values between 2 to 3.
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Figure 2.7: Illustration of supersonic flow impingement resulting flow features at the substrate interface. (Ref 95).

Stagnation Bubble

(Reproduced with permission of Elsevier)

The influence of the bow shock on particle velocity can be reduced by increasing the nozzle to
substrate surface distance, called the stand-off distance (SOD). The larger the SOD the smaller is
the gas velocity at the impact with the substrate surface and the lesser is the bow chock energy, i.e.
disappearing if high enough distance is reached. However, although the bow shock effect is
diminished with SOD, particles traveling longer times within a decelerating flow, i.e. negative
velocity, can also experience drastic decrease in velocity. Hence, for optimal deposition, SOD,

particle size and bow shock features need to be evaluated.

The analysis presented in the current sub-section is based on isentropic assumptions. However, in
reality, irreversible features in the CGDS process exist and they occur mainly due to the presence
of friction, heat losses and viscous effects (Ref 96). These irreversible effects reduce the available
enthalpy that is transformed to kinetic energy, consequently lowering gas velocities at exit. The
boundary layer appearing at the nozzle walls can decrease the velocity of the gas up to 67% from
the calculated isentropic value (Ref 97). Larger nozzles with higher area/length ratio can reduce the

disturbances generated from the boundary layer and improve the flow velocity (Ref 97).

2.2 Particle-Laden Flows

The flow regimes encountered by micron-sized particles traveling in the CGDS process are such
that commonly available particle heat transfer and momentum equations need to include
appropriate corrections. Figure 2.8 illustrates the various flow regimes encountered by particles
traveling in a rocket nozzle, which demonstrates that the use of common correlations, restricted to
continuum, incompressible flow and Reynolds number below 1, is not appropriate for the analysis

of supersonic micron-size particle-laden flows (Ref 10,98-100). From Figure 2.8, it is observed
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that the flow regimes under which the particle travel are dependent on the particle Reynolds

number, Re,, and Mach number, M,,, defined as;

Vv, =V,|d V, =V, Eq. 18
Re, = M and M, = M ,respectively, ’
Hg c

where the subscripts g and p refer to the gas and particle respectively and p is the gas dynamic
viscosity. To assess the flow regimes and their deviation from the continuum approximation, the

particle Knudsen number, Kn,,, is used and defined as;

X A [y (Mp > M Eq. 19
n,=-———= —_— ]~
P Lcharacteristic 2 Rep Re

where A is the mean free path of molecules and L jgrgcteristic in the CGDS process refers to the
particle diameter. The continuum criterion (molecular structure can be ignored) is followed as long

as Kn,, < 1, as depicted in Figure 2.8. The fluid is considered continuous and its velocity at the

particle wall is set by the no-slip condition, i.e. must be zero, as seen in the insert of Figure 2.8.
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Figure 2.8: Computer calculated flow regimes encountered by particles traveling in a rocket nozzle with size ranging
between 1 to 10u. Inserts of particle velocity profile and contact surface condition (slip-no slip) for different flow
regimes are included (Ref 10). (Reproduced with permission of AIAA)
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Based on the definition of Kn,, at very high Reynolds numbers (Re>> 1) the flow is dominated by
compressibility (M,). At very low Reynolds number, however, rarefaction effects become
dominant. In continuum, a no-slip condition can be applied at the particle/gas interface as a very
large number of molecular collisions occur. With increasing Kn,,, a departure from the no-slip
condition arises. When into the slip flow regime, a temperature and velocity jump is seen at the
particle surface. The particle velocity profile included in the slip regime of Figure 2.8 illustrates
this jump in velocity. As the Knudsen number increases to the free molecular state flow, the
molecules impact and reflect from the particle’s surface with negligible molecular-molecular
interactions. Hence, the gas molecules arriving at the particle surface leave with full stream

velocity, as depicted in the corresponding insert of Figure 2.8.

2.2.1 Flow structure characteristics

Many studies in the CGDS field utilize correlations limited to low speed and incompressible flows
to describe the particle motion and occurring heat transfer processes, i.e. Cp = f (Rep) and Nu =
f (Rep), while only a limited amount of studies have included the effects of compressibility (Ref
101,102). Figure 2.9a shows that at M, >0.6, important compressibility features start to emanate
near the particle upper surface and appear as weak expansion waves followed by a lambda shock
structure, as the flow becomes locally supersonic. The lambda-shock patterns lead to early flow
separation. As the Mach number increases, i.e. increasing particle velocity lag, a bow shock is
formed near the particle surface and the flow separation is moved further back due to the
elimination of the lambda-shock pattern, as shown in Figure 2.9b. Aerodynamic/recovery heating
of the particle results from the important friction and compression found near the particle surface
that converts the kinetic energy of motion into heat within a thin layer surrounding the particle

surface.

19



A. Nastic Chapter 2- Literature Review

Figure 2.9: Particle with Rep=9x105 at a) M,=0.86, b) M,=1.53 and c) M,=3. d) Calculated Mach number field

(top) and static pressure obtained with experimental measurements (Ref 103,104). The flow patterns shows; 1:
attached bow shock, 2: subsonic region, 3: flow at M=1, 4: Recirculating zone, 5: shear flow, 6: Expanding Prandtl-
Meyer, 7: Rear shock and 8: turbulent vortex. (Reproduced with permission of AIAA and Springer Nature)

2.2.2 Particle motion

2.2.2.1 Experimental observations

The particle in-flight velocity and trajectory have been visualized and characterized using particle
imaging velocimetry (PIV) (Ref 24,77,105-107), shown in Figure 2.10a, laser two-focus
velocimetry (L2F) (Ref 105,108,109) and doppler picture velocimetry (DPV) (Ref 19,46,75,110—
112), i.e. cold spray meter (CSM) depicted in Figure 2.10b.

Number of a'r‘ltlu
a) b
440 ms”! 245 ms™ 50ms”

. e

Nozzle exit

Figure 2.10:a) Particle stream velocity measured using PIV method at the nozzle exit (Ref 113) and b) CSM particle
Sflow rate mapping at SOD=25mm (Ref 87). (Reproduced with permission of Elsevier)
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2.2.2.2 Empirical analysis
The particle velocity experimental measurements are used to develop analytical and numerical
particle velocity models. The particulate phase in the CGDS process is commonly assumed to be

sufficiently dilute to express its velocity as follow;

A Eq. 20
mydp = CDP(V - Vp)|V - Vp| 719'

where my,, a,, Cp, v, and A, are the particle mass, particle acceleration, drag coefficient, particle
velocity and cross-sectional area of particle, respectively. Inserting the definition of ideal gas speed
of sound, c4qs = /YRT, Mach number (Eq. 4) and using the ideal gas law, the particle acceleration

can be expressed as;

P, y—1 71 y—1 -1 A Eq.21
= 1 —MZ) M |yRT, (1 —MZ) - —P
“ 2RT0( T2 \/ Yl {1+ % | ©over p

It is customary to run the CGDS process at elevated gas stagnation pressures, up to SMPa, to
maximize the gas density. However, the benefits of increased pressure level-off based on particle
nature and size (Ref 114). Eq. 21 also reveals that the particle geometry and volume as well as the

particle material density affect its momentum inside the gas stream.

2.2.2.3 Drag coefficient

Accurate representation of the particle drag coefficient over a wide range of flow conditions has
been shown to be necessary for the calculation of particle velocity in the CGDS process, as
explained in the introduction of section 2.2. Table 2.2 presents a few of the drag coefficients that

have been utilised in CGDS process modeling.
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Table 2.2: Drag coefficient, Cp, correlations used in CGDS process (Ref 27). (Only a few correlations are shown for conciseness)

Authors

Equations

Range of applicability

References
studies in
CGDS

Flow structure

M
CD = (CD(incompressible) - Z)X exp <_3-07y1/2 <R€p ) g(Re)>
D

0.2 < Re, <100000

% Compressible (Ref 115,116)
Crowe* (Ref 99) h(M,) —Re, 5 1<M,<2
+ Y7, X eXp oM, +
i az as
Morsi and Cp = a1+ -+ 4.7 » Where @, ; ; are constants 0.1 < Re, < 50,000 Incompressible  (Ref 118,119)
Alexander (Ref 117) P P
. _c _ 20
Clift etal. (Ref 120 " Rey b 1+ 4.25x10*Re; 1€ M, > 0.4 Compressible 2
Cpy for M, <1
ger;dgeér)son** Cpz for 1 <M, <1.75 Across all M,, Compressible (Ref 112,123)
e
Cps for M, = 1.75
* g(Re) =wandh(mj) _ [ 5.6 +17J§

1+11.278Rep

(mp+)] ©

##* Refer to the (Ref 81) publication for details regarding the extensive equation development (Cpq, Cp, and Cp3) across numerous flow regimes and characteristics
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2.2.3 Particle temperature

The difficulty in measuring particle temperature stems from the particle small size, high velocity
and more importantly low temperature, which explains the absence of any temperature
measurement in the CGDS since its invention (Ref 32,124). To determine the particle in-flight
temperature within the CGDS flow, it is necessary to define an overall average particle heat transfer
convection coefficient, h, which accounts for all flow features surrounding the particle surface, as
shown previously in Figure 2.9. The total heat transfer arising at the particle surface can be

expressed as:

_ _ -1 Eq. 22
q = hAs(T,, — Tp) with h=—| hd4,,
As )y

where Ag is the particle surface and T, is the gas temperature in the boundary layer, i.e. wall. A

dimensionless temperature gradient, the Nusselt Number, defined as;

hd,
kg

where kg is the gas thermal conductivity and d,, is the particle diameter, can be used to provide a

Eq. 23

Nu = Nu = f(Rep, My, Pr),

measure of the convection heat transfer coefficient. The simplicity of the Ranz-Marshall
correlation, given by Eq. 24, has been very attractive and its use, consequently, very abundant in

the field:

Eq. 24
Nu = 2 + 0.6Re%5pr033, 1

However, the Ranz-Marshall correlation has been developed using droplet evaporation experiments
in low Reynolds numbers (0-200) and low Mach numbers (Ref 125). Hence, it does not account,
amongst many other flow features, for the effect of Mach number, compressibility and rarefaction
on heat transfer, that are known to occur in supersonic particle laden flows. Other Nu correlations
have been proposed in the literature, which account for the effects of Kn,, Re,, and M, on heating
processes but the absence of particle temperature measurements in the CGDS process limits the
confirmation of their accuracy and suitability in the field. Table 2.3 presents few of the proposed

Nu correlations.
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Table 2.3: Nusselt number correlation, Nu, used in CGDS process (Ref 27). (Only a few correlations are shown for conciseness)

References
Authors Equations Range of applicability Flow structure studies in
CGDS
Nu o Compressible
Nu = 0 i Accounts for rarefication and q .
R
Kavanau* (Ref 126) 1+ 3.42Nu, = 11)3 . compressibility an (Ref 101)
p incompressible
M, > 0.24
Meingast ** Nu = 2 + 0.4Rep°Pr'/3exp(0.1 + 0.872M,,) _y Compressible  (Ref 101,127)
g P
3.5 < Re,, < 7.6x10* _
1/a Incompressible
o 23 o oa (M) 0.71 < Pr,, < 380
Whitaker (Ref 128) Nu =2 + (0.4Re%" + 0.06ReZ* ) Prl o and (Ref 129)
: 1.0 < (77;00> <32 compressible
Mp
. 0.6
Fiszdon et al. Nu=2+ 0.6Re§o/ 2Pr°<13/ 3 (Pell High Mach number Compressible (Ref 129)
(Ref 130) PpNp
06 /0 0.38
Lee and Pfender u=2+06Rel?prl/? <p °°n°°> < P'°°> High Mach number Compressible  (Ref 129)
(Ref 129) PpNp Cop

* Nuy is the incompressible Nu number

** Original development unavailable (Ref 131)
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2.2.3.1 Transient conduction

Upon particle injection in the nozzle, a transient conduction process occurs as the solid particle
experiences a sudden change in thermal environment. If an overall energy balance on the entire
particle is performed, the resulting balance relating the rate of heat gain (or loss), to the rate of

change of internal energy, can be written as;

Rate of change of internal energy

Rate of heat gain at the surface ——— Ea. 25
— dT q.
hAs(T — Tp) = pVe—

where ¢ = ¢, = ¢, is the material specific heat capacity and V is the volume. Integrating from the

initial conditions leads to the following equation, which can be used to determine the time required
for the particle to reach a certain temperature;
Ty —Te ox [_ (hAS> t] Eq. 26
To—To P |7 \pve)tl

where T is the initial particle temperature. Provided that the particle temperature rise with time is

not measurable in the CGDS process and that the particle temperature gradient, if any, is not

possible to quantify, the assumption of homogeneous particle temperature can be made, under the
. . . . . _hL
lumped capacitance method (LCM), i.e. Biot number criterion, Bi = - However, the LCM has

already been commonly used in many CGDS heat transfer studies without any proof of accuracy
or applicability (Ref 32,107,114,132). If the particle temperature is assumed uniform and the LCM

assumption accurate, the first law of thermodynamics yields;

dT, — Eq.27
myCp—- = Asph(T, —Tp),

where my,, C,, Agp, and T, represent the particle mass, particle specific heat, particle surface area
and the recovery temperature, respectively. The recovery temperature provides the temperature
inside the boundary layer surrounding the particle during its flight in the gas stream, as discussed

in section 2.2.1, and is described as;

-1 Eq. 28
T, =T, (1+ry 5 Mg),

where r is the recovery coefficient, generally close to 1 for gases (Ref 133,134).

2.3 Radiation Processes and Properties

To measure the particle temperature using radiation principles, the various heat fluxes that can be
defined and observed at its surface must be reported. Four distinct radiation fluxes can arise and

are summarized in Table 2.4, which describe the radiation over all wavelengths and in all directions.
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If the radiation is incident on a semi-transparent medium, portion of the irradiation can be reflected
(redirected with no influence on the particle, p ), absorbed (radiation interacting with medium and

increasing its internal energy, «) and transmitted (radiation crossing the medium, 7). It follows that;

Eq. 29
pra+t=1, 1

where p is the fraction of irradiated radiation that is reflected by the particle, o represents the
fraction that is absorbed and 7 is the fraction of irradiation that is transmitted. If the surface is

considered as opaque, Eq. 29 reduces to;

Eq. 30
pt+a=1.
Table 2.4: Description of the various radiative fluxes present at the surface of an object.
Flux (W/m?) Description
Emissive power, E Rate of the emitted radiation from a surface per unit
area
Irradiation, G Rate of the radiation that is incident on the surface
per unit area (from surroundings)
Radiosity, J Rate at which radiation is leaving a surface per unit
area (emitted + reflected)
Net radiative flux, q,,4, J-G Net radiation rate leaving the analyzed surface per
unit area

2.3.1 Planck distribution

A blackbody is defined as the perfect absorber and emitter and is used as a standard with which
real surface radiative properties can be compared to. Planck has shown that the blackbody spectral
intensity is given by;

2hc? Eq. 31

A3[exp(hcy/AkgT) — 1]
where h=6.626x107*J-s and kz=1.381x10*J/K are the universal Planck and Boltzmann constants,

I}L,b (A' T) =

respectively, ¢,=2.998x10% m/s is the speed of light in vacuum, and T is the absolute temperature
of the blackbody (K). The spectral emissivity is described as the emitted energy at the wavelength
A in the (6, ¢) direction per unit area normal to the defined direction. The spectral emissive power
(dependence with wavelength), thus, is defined by the Planck distribution, or Planck’s law, as
follow for a black body (diffuse emitter, i.e. emitted radiation is independent of direction);

Cy Eq. 32
[exp(Cy/AT) — 1]

E/Lb (/L T) = T[I/'Lb (/L T) = /15
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where C; = 2mhc? and C, = (hcy/kg). Figure 2.11 shows that the blackbody spectral distribution
reaches a maximum for each temperature at a specific wavelength. Hence, with decreasing
temperature, the radiation becomes more detectable at larger wavelengths and the emission is
predominantly in the infrared region of the spectrum, shown previously in Figure 2.11, and invisible

to the eye. Wien’s Displacement law demonstrates;

Eq. 33
AmaxT = Cs,

where C3=2898um-K, which provides the wavelength at which maximum emissive power is

obtained for a given temperature.
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Figure 2.11: Spectral blackbody emissive power (Ref 135). (Reproduced with permission of John Wiley & Sons)

However, the emission generated from real surfaces, differ from ideal blackbody behavior, as
shown in Figure 2.12. The spectral radiation differs from the observed Planck distribution and the

directional distribution may be different from diffuse.
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Figure 2.12: Emission of real surface in comparison to blackbody emission (Ref 135). a) spectral distribution and b)

directional distribution features (Ref 135). (Reproduced with permission of John Wiley & Sons)
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The total hemispherical emissivity, can be expressed as the total emissive power of the real object,
i.e. particle, over the total emissive power of a blackbody, such that;

_EM Eq.34
~Ep(TY

While this form is simple, the spectral, directional emissivity €, g(4,0, ¢, T) found at a temperature

&

T, at a wavelength, A, and the intensity of radiation emitted in the direction 8 and ¢ is expressed
as;
I,(4,6,9,T) Eq. 35

Il,b (/1, T)
In many applications, however, spectral hemispherical emissivity with directional averages is used

01,0,0,T) =

instead and often regarded as a reasonable approximation;
E,(4, T Eq. 36
g (L,T) = M 4
El,b (/1' T)

If the emissivity of a surface is known, the spectral emissive power at any wavelength and
temperature can be obtained by;

C15,(4,T) Eq. 37
A3[exp(C,/AT) — 1]

For real surfaces, the spectral emissivity is expected to be dependent on wavelength, €, i.e. as

E/l (A, T) =& (/1' T) El,b (/1! T) =

spectral distribution departs from Planck distribution. The ¢, varies with wavelength as follow;
e The ¢ of metal materials decreases with decreasing surface roughness, i.e. values of 0.02
can be reached for polished gold and silver.
e The presence of an oxide layer can increase &.
e The ¢ of non-conductors is generally higher than for conductor materials.

e The emissivity of conductor materials increases with increasing temperature.

2.3.2 The Gray surface

A gray surface condition (independent of 1) refers to a surface in which the assumption of € = «,
with both being independent of A, can be made with enough validity. In practice, this assumption
does not have to be accurate over the entire spectrum, but rather can be used in a concentrated
region of interest in which the surface emission spectral properties are approximately constant.
Figure 2.13 shows the radiation conditions in which such assumption can be made; the irradiation

and surface emission are focused within a region where € and a are approximately constant.
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Figure 2.13: A set of conditions for which the gray body assumption can be utilized (Ref 135). In a spectral region
with A < A1 and A > A4, the gray surface behavior cannot be used. (Reproduced with permission of John Wiley &
Sons)

2.3.3 In-flight particle temperature measurement in thermal spray

In thermal spray processes in general, in which the particle in-flight temperature can reach values
above 1200°C, particle temperature measurements have been successfully achieved (Ref
25,26,101,136,137). Measurement techniques can be categorized as single-particle and particle-
ensemble methods. The former provides individual particle temperature while the latter gives an
average of a particle cluster. In addition, the particle temperature measuring systems can be
distinguished by their detecting elements; (1) fiber-optic-based sensors and (2) CCD arrays (either
1D or 2D). The former provides a time-resolved measurement appearing as a pulse signal of light
intensity vs time, in which the peak values of light intensity are used for pyrometry. The latter
measures the light intensity averaged over the pixel’s integration time and the detected intensity in
a single frame, which provides spatial information as well as total intensity for pyrometry.
Table 2.5 summarizes the equipment that has been utilized for in-flight particle temperature

measurements in thermal spray processes.
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Table 2.5: In-flight particle temperature measurement equipment. CGDS: Cold gas dynamic spray and TS: Thermal

spray
Equipment Temperature Specifications Particle
measurement temperature studies
DPV-2000 (Tecnar Automation Two-color . CGDS: (Rf:f 138) No
Ltd. St-Bruno, QC, Canada) . T, =1000°C radiation signal
pyrometry,  Single ;s 1200m/s detected

particle method

TS: (Ref 139,140)

Accuraspray-g3 (TECNAR Two-color T =1300-4000°C
Automation Ltd., St-Bruno, pyrometry, Vp—5-l 200m/s CGDS:N/A
QC, Canada) ensemble method P TS: (Ref 139)
IPP (Inflight Ltd. Co., Idaho Two-color T =727-3272°C
Falls, ID, USA) pyrometry, Vp=0 1-50m/s CGDS:N/A
ensemble method P TS: (Ref 141)
ThermaViz™ (Stratonics Inc. ~ Two-color o
iz ( T,=1000-2500°C .
Laguna Hills, CA, USA) pyrometry, V. <50m/ CGDS: N/A
ensemble method P s TS:(Ref 142)
SprayWatch ® (Oseir Ltd., Two-color T,=1000-4000°C CGDS: N/A
Tampere, Finland) pyrometry V,=1-2000m/s TS:(Ref 143,144)
NIR Sensor (NIR Sensor, GTV  Two-color °
’ T,,=750-3000°C
Verschleifschutz GmbH, pyrometry,  single P CGDS: N/A

Luckenbach, Germany)

particle method

V,=50-1200m/s

TS:(Ref 142)

As summarized in the table above, two-color optical pyrometers have been successfully utilised as
the particles are heated to or close to melting temperatures allowing suitable detection at two
selected wavelengths due to the high associated thermal emission radiation (Ref 25,26,137,145).
All given radiation thermometry studies are based on Planck’s law, which describes the emissive
power of the radiating particle as a function of wavelength, emissivity and temperature as;
2C1A0NA,
IA = EA )
23[exp(C,/AT) — 1]

where g, is the spectral emissivity of the emitting surface, T is the absolute temperature and C; and

Eq. 38

C, are two Planck constants. The term A, and {2 refer to the area of the emitter and the solid angle

light collection optics, respectively. As the spectral energy is measured at two wavelengths (4, and

A,) using thermal radiance filtering, a ratio of measured radiation is obtained:
R = 1(A) (lz>5 e(Ay)eC/ %l — 1

102\ e(p)eG/MT — 1
Since the emissivity of micron-size particles are unknown, the gray body assumption

Eq. 39

e(11)/e(A,) = 1 is utilized and consequently the emissivity is assumed to be independent of

wavelength.
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Figure 2.14: DPV-2000 diagnostic system operation principle (Ref 139). (Reproduced with permission of Springer
Nature)

This assumption, however, can lead to important temperature deviations. Applying Wien’s

approximation of Planck’s law for wavelengths;

eC2/AT 55 1 5 gC2/AT _ | x C2/AT Eq. 40
the particle temperature can be obtained as follow;
1 1
C -
__ 2 (/12 /11) Eg. 41
LY\ EQw)|
In [(/12) E(Zy)
The uncertainty in the obtained temperature value increases with temperature as the measured

E(14)
E(13)

function. Additionally, material emissivity is generally not known as it varies with surface oxide

intensity ratio becomes less sensitive to changes in temperature according to Planck’s

thickness and temperature. The incident power on the optical fiber is, thus, first calculated using a
radiometric calibration curve, as shown in Figure 2.15a. A factor is obtained by comparing the
signal received by the used blackbody, oven and a tungsten strip lamp to reach temperatures above
1000K (Ref 146), with the corresponding spectrum given by Planck’s law, described by Eq. 38.

The calibration curve accounts for the equipment’s optical system response with wavelength.

o
o

Calibration factor (mV/uW)

0 1 1 L 1
700 800 800 1000 1000 1500 2000 2600 3000 3500

Wavelength (nm) Apparent (Color) Temperature (K)

Figure 2.15: Two color pyrometer calibration curves (Ref 147).
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Since the tungsten lamp body used for calibration purposes does not behave as a gray body,
deviations in obtained results can arise if the particle material does not behave similarly as the
tungsten body, i.e. though not identical, many metals such as nickel, stainless steel and Inconel
have a similar spectral ratio as tungsten at specific chosen wavelengths. The true temperature, T, .,
of a material for which the spectral emissivity ratio differs from the one obtained in the calibration
process, T-4;, can be obtained if the relationship between emissivity and wavelength is known,

following;
1 1
¢ (5-%) Eq. 42

In 5/1_1| 22
SAZ DX gAl cal

Figure 2.15b depicts the apparent temperature vs true temperature when the gray body assumption

Tp,x =Tea +

is used and when the instrument optics are calibrated using the tungsten source.

2.3.4 Limitations and errors

The particle thermal emission depends not only on its temperature but also on its size and
emissivity. The detectors must ensure a wide dynamic range as the emission intensity is
proportional to the square of the particle diameter and to the power of four of the temperature
(E~d?T*). In two-color pyrometry, a careful selection of the two wavelength is required to avoid
interference from any environmental emission, i.e. from plasma in thermal spray. As shown in
Figure 2.16, emission with and without powder material needs to be conducted prior to any

measurements to select the correct wavelengths that would lead to proper particle detection.
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Figure 2.16: Optical emission spectra for three cases in plasma spray; (i) without any injection, (ii) ethanol and air
injection and (iii) two-phase injection of air and Yttria stabilized zirconia powder in ethanol suspension (Ref 148).

(Open access permission)
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The minimum particle emissivity for successful visualization and detection depends also on the
optical arrangement, the detector sensitivity, the allowable exposure time and the background
signal levels, which all have to be determined experimentally. Classical pyrometric measurements
provide accurate detection of particles heated above 1200°C, which is far above the utilized CGDS
stagnation temperatures. This lower limit of measurable temperature is controlled by the input
signal amplitudes accepted by the analogue divider, i.e. one decade (Ref 149). The third limitation
is the count rate limited to 30kHz to avoid recovery of the pulses (Ref 149). The accuracy of the
set-up is, thus, dependent on the knowledge of particle emissivity and accuracy of calibration and
of measurement. For the measurement of low particle temperature, i.e. low detection signals, the
detectivity limit is affected by the detector and the transmission optics. The particle temperature is
assumed to be accurate and measurable if the collected signal due to the thermal emission is at least
three times larger than the detector noise (Ref 147,150);

A—S
et0d?*C, —————— A, > 3NEP.[Af. Eq. 43

Cy
(exp () -1)
where NEP is the noise equivalent power and Af is the electrical bandwand, which for example

provides a minimum required temperature of 1090°C for 50um nickel particles.

2.4 CFD Simulation

Although the study of supersonic gas flow phenomena and particle in-flight characteristics is best
analysed through experimental efforts and set-up, the relative complexity and infeasibility to
capture all data significantly limits the experimental approach. As presented in the previous section,
analytical solutions to various flows have been developed to predict the gas and particle properties
but with the introduction of assumptions and simplifications these models might not provide

accurate solutions.

2.4.1 Gas flow

Due to the presence of friction and boundary layers inside the nozzle, bow shock at the substrate
surface, turbulence and outside supersonic jet, multiple publications have studied the flow
characteristics deviations from the 1D calculations through computational fluid dynamics (CFD)
analysis. As shown in Figure 2.17, large discrepancies between the two approach have been
detected due to the assumptions utilized in the 1D isentropic analysis (Ref 100,106,112).
The results show that the losses at higher operating pressure (stagnation pressure) are minimized

because of decreases relative viscous forces. Figure 2.17b shows that in the isentropic flow
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assumption, the flow is more efficient in converting the available energy to flow acceleration. The
expected velocities must be lower than predicted by the isentropic equations due to the presence of

shocks and viscous dissipations, which increase as temperature increases.

T T T T T

800 === V =V(P,) : isentroplc solution | 1500 - = = =V=V(T ): isentropic solution
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Figure 2.17: 1D isentropic analysis and CFD modeling resulting of gas flow properties (Ref 151). (Reproduced with

permission of Springer Nature)

The flow definition in the CFD model is based on the Navier-Stokes equations (gives the velocity
and pressure fields) set along with a turbulence model description, which altogether govern the
resulting fluid properties. A total of six equation are, thus, solved in the CFD models; conservation
of mass, conservation of momentum in two dimensions, conservation of energy and, an equation
for the turbulence kinetic energy, k, and turbulence dissipation, €. The mesh (small enough to
resolve the size of the smallest eddies in the flow), boundary conditions, the discretization scheme,
the turbulence model description and numerous other factors affect the CFD results and accuracy
of the simulation (Ref 106,112,152—154). As shown in Figure 2.18, the complex supersonic flow
exiting the nozzle, with the presence of a shock wave trail, is successfully modeled through CFD
as attested by the included experimental Schlieren image. The turbulence model is one of the
predominant factors affecting the simulation accuracy. Most of the utilized turbulence models are

developed on the closure of the Reynold Averaged Navier-Stokes (RANS) equations.
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Figure 2.18: Gas flow pattern at the nozzle exit obtained using different turbulence models in CFD simulations. An
experimental Schlieren image is provided for comparison purposes(Ref 27). (Reproduced with permission of

Springer Nature)

Table 2.6 summaries the benefits and disadvantages of numerous turbulence models in the context

of supersonic flow modeling.
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Table 2.6: Turbulence model benefits and disadvantages.

Turbulence model Benefits Disadvantages CGDS
(# of equations — studies
Model theory)

- 1 equation model - Large errors in free shear
Spalart-Allmaras (1- flows
RANS) - Under-resolved grids and (Ref 155)

unphysical transients

- Applicable to various flows - Caution for turbulence

- Simple implementation sensitive processes.
Standard k-¢ (2- RANS) - Stable, easily converged solution - Turbulent viscosity regarded (Ref 22)

as isotropic (Re/¢ is the same
in all directions.

- Additional transport equation - Converging might be
Realizable k-¢ (2-RANs) - New formulation for turbulent difficult compared to other (Ref 100)
viscosity simpler models

- Improved accuracy due to
additional ¢ equation
- Higher accuracy for rapidly
strained flows
- Near wall region solved using k-w
SST k-w (2-RANS) model
- Free shear flow using k-¢ model
- Accurate prediction of complex
flows
Reynolds stress model, - Accounts for non-isentropic
RSM (7-RANS) turbulent effects
-Independent Reynolds stress
component solved separately
- Large eddies solved
- Small eddies accounted using
sub-grid scale model

- Converging might be
difficult compared to other
simpler models

(Ref

RNG k-¢ (2-RANS) 154,156,157)

- Compressibility effect
disregarded

(Ref 158)

- High degree of coupling (Ref 159,160)

- Large computational time
- Powerful computers required

Large eddy simulation,

LES (...-LES) N/A

2.4.2 Particle in-flight characteristics

The design of the particle-laden flow CFD model requires to first evaluate the volume fraction the
particle population occupies within the flow field, which determines the severity of particles
influence on flow stream properties. A one-way Lagrangian discrete phase modeling (DPM)
method is used if the volume is determined as uninfluential (Ref 161,162). For dense particulate
flow, i.e. large feed rates, a two-way Lagrangian method (Ref 115,162) or an Eularian DPM (Ref
100,163) are utilized although the latter is far more complex. The drag coefficient, related to both
particle morphology and gas dynamics, is known to be the most influential factor in particle
velocity and trajectory inside the nozzle. Its value depends on the pressure drag and friction drag,
which makes the coefficient dependent on many properties and difficult to calculate as it diverges
from a simple constant linear solution. Many correlations exist in the literature that provide a
definition of the particle Cp (Ref 27,98,99,164), as covered in section 2.2.2.3. Due to the many
interrelated factors that need to be accounted for in the drag coefficient expression, numerical

methods are preferred over analytical models.
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Besides the sole use of CFD in the calculation of particle in-flight characteristics, Grujicic et al.
have also proposed an empirical model for particle velocity based on experimental and

computational analysis, which has been described as;

V;)impact _ Vpexite_3p5tl‘5t/4ppdp, Eq. 44
where
Eq. 45
pSt = Re(—1.04 + 2.27M, — 0.21M2) ‘
and
Eq. 46

Lt = Re(0.97 — 0.02M,) 1<M, <5,
for pSt, LS, I/pimpaCt, Vpexit and M, being the average gas density in the stagnant zone, thickness
of the stagnation region, particle velocity upon impact, particle velocity at the nozzle exit and Mach
number at the exit. As shown in Figure 2.19, the particle velocity is captured more accurately using
CFD modeling than empirically developed correlations as the substrate bow shock instability
cannot be properly captured by simplistic analytical descriptions. In addition, irregularly shaped
particles experiencing larger acceleration due to greater endured drag force can easily be modeled

through CFD, while this is much more complex to account for in the empirical approach.
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Figure 2.19: Copper particle velocity based on its diameter predicted using both CFD modeling and analytical
equations (Ref 165).

The particle in-flight temperature has also been simulated through CFD, as shown in Figure 2.20,
utilizing the LCM and Nu = f(Re,).
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Figure 2.20: Particle in-flight temperature variation as it travels within a CGDS nozzle with an upstream injection

(Ref 114). (Reproduced with permission of Springer Nature)

Figure 2.20a shows that smaller particles are heated quicker and to higher values than larger
particles but are also cooled rapidly in the supersonic section. This shows that larger particles can
maintain their temperature over a longer traveling distance despite reaching lower temperatures. A
pre-chamber can be utilized to heat large particles to the desired temperature, as shown in

Figure 2.20b.

2.5 Particle Impact Process

In the CGDS impact, the system total energy is equal to the particle kinetic energy prior to its
impact and the internal energy of both the substrate and particle components. Based on the energy
conservation principle, the system’s total energy must be constant throughout the deposition
process:

Etora1 = E; + E, + Ef + Ex + E,, Eq 47
where E; is the internal energy of the system, E,, is the viscous energy dissipated by damping
mechanisms (bulk viscosity damping and material damping), Ef is the energy dissipated by
friction, E}, is the kinetic energy of the system and E,,, is the work produced by external load to the
system. Since in the CGDS particle impact process, no external work is applied and that the E,, and

Ef are negligible in comparison to the rest of the energy terms, the energy balance reduces to;

Eq. 48
Etotar,cops = Ei + Ej. 1
The internal energy, E;, in the CGDS impact is described as;
E;=E,+E, Eq. 49

where E, is the recoverable elastic strain and E,, is the energy dissipated through inelastic processes

such as plasticity. This energy balance definition is the base of CGDS deposition principles.
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2.5.1 High strain rate deformation microstructure

The high kinetic energy stored in each particle exiting the converging/diverging nozzle generates,
upon impact, extreme plastic deformation reaching strain rates up to 10%s!. The plastic energy is
almost fully converted into heat, i.e. 90% and more, while the remaining goes into viscoelastic
deformation and elastic energy. This heat dissipation process increases locally the temperature of
both the particle and substrate at the interface, which has suggested to generate localized melting,
appearing as ejecta or spheroidal particles as shown in Figure 2.21a-b. The creation of intermetallic
regions at the interface between two dissimilar particle/substrate materials has also been shown to
occur, as seen in Figure 2.21c for copper on aluminum. Due to the limited diffusivity of copper in
solid solution in aluminum, the generated layer has been associated to interfacial melting increasing
the couple diffusivity at the contact surface. Although the occurrence of melting is a subject of
debate, it is agreed that the highest temperature is reached in the highest deformation zone. It is
within this context that Assadi et al. introduced the theory of adiabatic shear instability, a thermo-
viscoplastic instability, to explain the localized heating processes. The concept of adiabaticity has
been evaluated as valid only when the characteristic system dimension, x, is significantly greater

than the thermal diffusion distance, i.e. ~vat so that the following relation prevails;

2

X
Ezﬂ»l and B o« d,V,

Eq. 50

where « id the thermal diffusivity, t is the process time and [ is a dimensionless parameter
representing the degree of adiabaticity. For the same impact velocity, larger particles would tend

to deform more adiabatically as the x parameter scales with the particle diameter, d,,, while the

time scales with the ratio of d,, to impact velocity V,.
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Figure 2.21: Cold spray impact induced particle microstructural features. (Reproduced with permission of Springer

Nature and Elsevier)

Figure 2.22 illustrates three types of deformation behaviors based on energy dissipation
mechanisms. The quasistatic (isothermal) deformation includes the dissipation of plastic energy in
the form of heat exchange with the environment, which then provides a material flow stress affected
only by work hardening. If the deformation process is considered adiabatic, i.e. absence of heat
dissipation into the environment and the rest of the tested material, the energy dissipation generates
an increase in temperature. This rise in temperature initiates thermal softening allowing material to
flow under lower stresses. In the CGDS particle impact process, the heating zone is limited to areas

close to the impact interface, which creates dissipation mechanisms and temperature gradients
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inside the particle volume. This gradient, observed as a heterogeneity at its boundaries, can lead to
localization and shear banding at a critical strain, y,,-, and consequently allow the material at the
interface to deform with increased softening under flow stress dropping to zero values, as illustrated
in Figure 2.22.

This adiabatic shear instability deformation process has been associated to the formation of particle
jetting, as shown in Figure 2.21d. The presence of adiabatic shear instability processes is, however,

not necessary to generate paricle jetting (Ref 172).

Isothermal

Adiabatic

Equivalent Normal Flow Stress

Localization

Yer Equivalent Normal Plastic Strain

Figure 2.22: Illustration demonstrating the stress-strain variation of a typical crystalline material under isothermal,

ideal adiabatic and localization conditions (Ref 173). (Reproduced with permission of Elsevier)

Material jetting, in the form of localized fragmentation under a spall-like process, can also occur
on a basis of hydrostatic pressure release, as shown in Figure 2.23. Initially upon impact, the particle
contact edge outward velocity is faster than the shock wave velocity (I-Attached sock.) With time,
the edge slows down enabling the pressure wave to detach (I-Sock detachment). Immediately after
the shock detaches, a free surface is created where the pressure is necessarly zero. Adjacent to the
free surface, a very large pressure exists, which induces material acceleration by pressure realease.
This process generates a localized tension and material jetting, similar to the jetting occuring during

adiabatic shear instability.
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Figure 2.23: Jetting process related to pressure release in CGDS (Ref 172). (Reproduced with permission of

Elsevier)

In addition to the extreme material expulsion process, other strain-rate-dependent microstructural
features have been detected in CGDS depositions and related to possible melting, such as
amorphization (Figure 2.21e) and recrystallization (Figure 2.21f). Finally, with deformation under
extreme strain rates and resulting important accumulation of dislocations, processes such as
twinning (Figure 2.21g), shear banding (Figure 2.21h) and dynamic recrystallization (Figure 2.211)
can occur to accommodate further plastic deformation of the particle under the extreme loading

impact process.

2.5.2 Bonding processes

Material build-up in the CGDS process relies on impact-induced features that lead to particle
bonding. Numerous mechanisms have been put forward to explain particle adherence such as
adiabatic shear instability, oxide layer breakup, localized melting, diffusion, interface
amorphization and mechanical interlocking. In general, however, it is agreed that two type of
adhesion processes exist: mechanical and metallic bonding. Other adhesion mechanisms, such as
Van der Waals (VDW) and electrostatic forces are considered to have limited influence compared
to the considerably stronger measured adhesion strengths in the CGDS field resulting from metallic
and/or mechanical bonding. The mechanical bonding process relates to the particle
mechanically/physically attaching to the deposited surface through anchoring features and
interlocking processes. The interlocking bonding can result from extreme impact induced
deformations leading to vortex-like interfacial structures, from surface pre-treatments generating a
target surface filled with hook-like features and from strong embedment into the substrate. Figure

2.24 illustrates all three mechanical adhesion processes.
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Figure 2.24: Mechanical bonding processes a) material mixing by vortex (Ref 174), b) anchoring to substrate
topographical features generated using FPW] and c) embedment (Ref 93). (Reproduced with permission of Springer
Nature)

The metallic bonding, on the other hand, refers to the development of atom-to-atom bonds between
the particle and substrate at the contact interface. If high enough pressures are developed at the
oxide-free contact zone, the valence electrons from both contacting materials can cross each other’s
sphere of influence, which results in the generation of a metallic bond. Outside of the sphere of
influence, atoms are too far to have any repulsive or attractive interaction forces, which leads to a
close contact interface deprived of metallic bonding. If atomically bonded, an equilibrium spacing,
i.e. ~0.3nm, separates the atoms from both materials and the repulsive and attractive forces are
balanced. The bonding energy associated to the atomic bond corresponds to the energy necessary
to separate two atoms to an infinite distance. For the metallic bond comprising more than two
atoms, a much more complicated state is generated in which all energy interactions provide their
influence on the overall bond strength. Cold welding (CW), the simplest kind of mating process,
known as solid-state pressure welding, has been extensively used to provide insight into the
prerequisites for proper atom-to-atom bond generation in CGDS process. The accepted theory
states that to generate a metallic bond between two surfaces, an intimate, oxide free, pressurized
contact deprived of organic contaminants must exit at contact. The processes required to reach such
contact surface conditions in the CGDS impact are illustrated in Figure 2.25.

The vast majority of metals have an oxide layer on their surface, (with the exception of gold), which
has to consequently be broken and properly ejected in the advent of atomic bonding. Multiple
studies have demonstrated that the high deformation and jetting processes are adequate to properly
disrupt and extrude the native oxide layer while the working inert gas shields the contact from the
atmosphere and oxidation (Ref 175—177). This hypothesis, however, is most applicable for the case
of similar particle/substrate material, in which both undergo significant plastic deformation at the

interface to allow such cleaning processes to evenly occur upon impact (Ref 35,178,179).
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Figure 2.25: Bonding process schematic during CGDS particle impact. After high speed contact, oxide breaking and

material extrusion leads to fresh metal contact surfaces (Ref 35). (Reproduced with permission of Elsevier)

Xie et al. have shown that for the case of hard particle/soft substrate material combination, single
particle deposition shows no presence of fresh metal-to-metal contact zones despite the large
substrate plastic flow (Ref 180), as shown in Figure 2.26a. However, during complete coating
deposition and upon an annealing treatment, they have shown that the interfacial oxide layer gets
properly removed, which they have associated to the benefit of particle-to-particle peening

processes (Ref 180), as shown in Figure 2.26b.

Figure 2.26: Cross section of a) single Ni particle deposition on Al substrate and b) full coating generation for the

same particle/substrate combination after anneal treatment (Ref 180). (Reproduced with permission of Elsevier)

The subsequent particle impacts increase substrate and deposited particle deformation leading to
improved cleaning processes. Adhesion values were, however, not provided and the actual bonding
nature prior to annealing was not confirmed but the requirement of material deformation, i.e.
extreme plastic flow, for proper creation of fresh metal contact and eventual atomic bonding was

confirmed.
2.5.3 Critical velocity

To ensure metallurgical bonding, the particles need to reach a critical velocity, V., as depicted in

Figure 2.27. Above such value, the coating deposition efficiency (DE), described as the increase of
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substrate mass gain over sprayed material mass, increases. A rapid increase in DE is achieved above
V. followed by a decay associated to erosion. Numerous equations have been developed to express
the V. dependence on material properties, particle size, particle temperature and substrate
properties. Assadi et al. have developed the following expression to calculate the V. (Ref 165),

which has been massively used in the field:

=k T —Ty) + 16 —(—”) ¢
VC 1 CP( m P) + pp Tm — 293

where Ty, is the particle melting temperature, Tyis the particle impact temperature, ¢ is the tensile
strength of the particle material at 293K, k; is a particle-size-dependent fitting parameter, p,, is the
density of the particle material, and ¢, is the specific heat of the particle material. Eq. 51
demonstrates the importance of particle temperature in the deposition process of CGDS particles.
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Figure 2.27: Illustration of the critical velocity concept for proper deposition (Ref 114). (Reproduced with

permission of Springer Nature)

In addition, it has been shown that materials with low strength and low melting point, such as
copper, aluminum, nickel, tin, silver and zinc exhibit a lower V,, as presented in Table 2.7. In
addition, face-centered cubic (FCC) materials, characterized with 12 slip systems, allow larger
lattice deformation, while body-centered cubic (BCC) materials require much higher V, due to
limited slip activity, as summarized in Table 2.7. Other than the influence of inherent crystal
plasticity properties, the V. also increases with decreasing particle size due to bow shock
deceleration, larger oxide content (oxide film and oxide strengthening), increased cooling rates and
increased strain hardening processes associated to small particles. The purity of both particle and

substrate material also influences V. ; alloy content tends to reduce material deformability by
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hindering dislocation motion increasing the velocity required for bonding. Hassani-Gangaraj ef al.
have shown that the V. decreases with material decrease to oxygen affinity. Their study, in addition
to showing the influence of oxide film on bonding, demonstrates that particles also require material
jetting to induce close contact, i.e. the deposition of noble gold metal particle necessitated a . of

253m/s.

Table 2.7: V, dependence on material crystal structure. (Ref 181,182)

Material Experimental V.
Tin 250-375m/s
Gold 270-625m/s
Silver 500-750m/s

Zinc 375-813m/s
Copper 470-1000m/s
Aluminum 680-1500m/s
Nickel 680-1500m/s
Titanium 750-2000m/s
Aluminum 6061 740-1750m/s

As such, in any study, reported V. values are specific to the exact particle/substrate material
properties and to date, the main factors causing discrepancies in measured V. are the predominant
inconsistencies in particle microstructure and inability to confirm the exact particle in-flight/impact

temperature.

2.5.4 Effect of particle/substrate characteristics on deposition

2.5.4.1 Particle velocity

The following dimensionless parameter:
n=V/V. fa. 52

has been used to demonstrate that to increase DE and coating quality, one should use spray
parameters that decrease V. and/or increase the particle in-flight velocity, V. Increasing particle
velocity leads to a rise in the systems kinetic energy and consequently allows pronounced plastic
flow dissipation, jetting and local rise in temperature, all of which improve the development of

successful bonding processes. Although most of the energy is dissipated through plastic flow,

46



A. Nastic Chapter 2- Literature Review

recoverable elastic strain energy can lead to particle rebounding if not properly bonded to the
substrate surface at impact. Consequently, one should be aware that increasing the particle velocity
does also increase the recoverable strain energy (Ref 183—185), i.e. rebound from normal strain.
This increase stems from the larger imparted stress at higher velocities, which increases the
available recoverable elastic strain energy. However, strain-hardening, strain-rate sensitive
deformation, thermal-softening and localization can complicate the calculation of the effective
recoverable energy. The plastic dissipation energy also increases with particle velocity due to a rise
in adiabatic heating at the interface. In addition to deformation phenomena, the increase of particle
velocity, i.e. kinetic energy, increases the impact contact time (an increase from 424m/s to 515m/s
increases contact time by 4ns), which may increase the number of bonded atoms at the contact area

(Ref 186,187).

2.5.4.2 Particle temperature

As described in Eq. 51, the particle in-flight temperature influences the deposition process by
reducing V.. Increasing particle temperature has shown to substantially reduce the elastic strain
energy and increase plastic deformation, which both improve bonding developments (Ref 184).
Although there is no data on the particle temperature influence on adhesion, Schmidt et al. have
shown that an increase in particle in-flight temperature increases the coating cohesive strength,

which should in theory also lead to increased adhesion (Ref 188).

2.5.4.3 Substrate material

Depositing different (or similar) materials and generating a composite coating remains one of the
main benefits of the CGDS process. However, the analysis becomes more complex as the density,
mechanical response and heat capacity between particle and substrate start to differ. As shown in
Figure 2.28, four different cases with four different bonding processes can be generated based on
the material characteristics dissimilarity between particle and substrate. Differences in particle and
substrate plastic deformation can lead to different thermal and kinetic surface energies and

consequently to varying bonding processes.
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Figure 2.28: Particle/substrate material properties influence on impact development. Four possible cases exist; a)
soft/soft (ex: Al particle impacting onto Al substrate at 775m/s), b) hard/hard (ex: Ti particle upon impact with Ti
substrate traveling at 865m/s), c) soft/hard (ex: Al particle on mild steel substrate at 365m/s) and d) hard/soft (ex: Ti
particle onto Al substrate at 655m/s) (Ref 183). (Reproduced with permission of Elsevier)

Regardless of which case from Figure 2.28 is generated and which adhesion process ensues, the
system dissipated energy must allow proper adhesion mechanisms to occur to avoid particle
bouncing-off the substrate from the stored elastic strain energy. Bae et al. have shown that for
dissimilar material deposition cases (hard/soft and soft/hard), the softer material deforms and heats
up at extreme rates such that the critical velocity is always much lower than for similar material
cases (Ref 115). Highly saturated temperature, leading to possible local melting and extremely low
equivalent flow stress, has shown to result in high adhesion and low rebound energy, both beneficial

to bonding processes (Ref 187).

2.5.4.4 Roughness

The particle/ surface contact area plays an important role in the adhesion process. Studies have
shown that increasing the surface roughness decreases the adhesion as the crevices to particle size
increase and limit proper contact area for bonding (Ref 189-191). Others have shown that
increasing the roughness can increase the adhesion by providing additional mechanical anchoring
to the deposited coating (Ref 192), as shown in Figure 2.29.

However, to this day, the fraction of mechanical and metallic bonding in the obtained coating

adhesion strength values for different surface preparations remains unmeasured and unverified.
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Figure 2.29: a) schematic of the substrate surface contact area and b) contact area-based adhesion strength. For
substrate roughness values varying from 0.05um to 5.53um (Ref 193). (Reproduced with permission of Springer

Nature)

2.5.5 FEM simulation

2.5.5.1 General plastic flow

Since the CGDS process involves the impact of small scale particles, up to nanoscale size, and that
the ensuing deformation developments occur within few nanoseconds, any in-situ experimental
characterisation becomes a challenge. Over the past 20 years, finite element modeling (FEM) has
become a practical tool offering the possibility to investigate the particle/substrate material
behavior upon deposition by providing tools required to calculate the contact pressure at the impact
interface, the elastic/plastic deformation, multi-dimensional stresses, temperatures and velocity
vectors. Assadi et al. and Grujicic ef al. have shown, in early 2000’s using modeling, that the onset
of bonding processes was related to the occurrence of adiabatic shear instability related plastic flow
localized deformation, which was a breakthrough in the CGDS field. However, it is only in 2018,
that through additional modeling work Hassani-Gangaraj et al. have instead associated the adhesion
processes to hydrodynamic plasticity resulting from the interaction of strong pressure waves
traveling from the impact zone towards the particle surface leading to a natural dynamic jetting
effect (Ref 172). Although FEM is a great tool in the CGDS field, its accuracy heavily depends on
the mechanical properties implemented in the model, which are difficult to obtain due to the high

strain rate deformation the material achieves and randomness of powder microstructure.

The common experimental methods utilized to obtain material properties at high strain rate

deformation are the split Hopkins pressure bar (Ref 194) and the hypervelocity impact crater
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morphology (Ref 14). The Hopkins bar test particularly shows limitations as it is capable of only
achieving strain rates up to 10* s which is well below strain rates recorded through FEM in the
CGDS impact process. In addition to the experimental testing not being perfectly suitable for the
field, a large number of empirical models have been developed to allow high strain rate simulations.
Figure 2.30 provides a comparison between developed empirical equations and obtained
experimental material flow stress, which show that the material deformation process at extreme
strain rates is best described by the Preston-Tonks-Wallace (PTW) model than others such as
Johnson-Cook (JC), Voyiadjis-Abed (VA), Modified Zerilli-Armstrong (MZA), Modified Khan-
Huand-Liang (MKHL) and Gao-Zhang (GZ).
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Figure 2.30: Copper deformation at various strain rates and resulting stress using different proposed models (Ref

195). (Reproduced with permission of Springer Nature)

Although the suitability of the PTW to describe extreme strain rate deformations has been
confirmed, its appropriateness within the CGDS particle impact has only been demonstrated
through a single individual particle impact. In addition, the PTW description of the material
behavior turns out to be much more complex than any other developed models. Consequently, in
2020, Chakarabarty and Song have proposed a modified simplistic Johnson-Cook model together
with the inclusion of a strain gradient plasticity (SGP) prediction definition to describe the CGDS
particle impact deformation processes (Ref 13). Although much simpler than the PTW
development, their study still relies on tuning parameters using a single particle micrograph, as

illustrated in Figure 2.31.
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Figure 2.31: a) Copper particle travelling at 500m/s deposited using CGDS. b) stress-strain data comparison
between experimental, original JC and modified JC without SGP and c) stress-PEEQ data comparison (Ref 13). The

experimental data is obtained using a shear compression specimen test. (Reproduced with permission of Elsevier)

2.5.5.2 Powder microstructure

A major obstacle in the CGDS process is the lack of standardized and tailored feedstock powder.
The inconsistency in powder features within different powder batches and across different
commercial brands have not been thoroughly studied although they have been associated to many
reported results discrepancies (Ref 196-199). While most publications show the content of the
starting powder utilized in their study and report variability, very few provide details about how
the microstructural features would affect their results (Ref 75,200-203). Hence, a recent growing
interest is the evaluation of powder microstructural features influence on their plastic deformation
using numerical modeling.

Classical atomistic molecular dynamics (MD) simulations have been recently introduced to the
CGDS process (Ref 18,204). In such simulations, the movement and interactions of atoms or
molecules are calculated based on classical equations of motion, which allows predicting the
mechanisms and kinetics of defects evolution, interaction and generation, i.e. dislocation and
stacking faults, and provides information about the material state, i.e. pressure and temperature. As
shown in Figure 2.32, the deformation of a 30nm particle with a single crystal composition has
been modeled under impact conditions and the initial orientation influence on dislocation motion,

dislocation density and final shape has been investigated (Ref 201).
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[100) [110] ' (111]

Figure 2.32: Molecular dynamics simulations studying deformation and dislocation distribution in Cu particles with
crystal orientation along [100], [110] and [111] directions (from left to right). Top row shows the particle in side

view while bottom row illustrates the top view (Ref 205). (Reproduced with permission of Elsevier)

Although novel, the MD frame is significantly limited to length scales of a few nanometers, which
is far from the dimensions of powder particles in the CGDS that span over a few hundred
nanometers. This discrepancy also implicates that the grain size in the MD particles are in the range
of 1nm to 6nm (Ref 16,206), which is considerably smaller than those found in the CGDS powder
particles, i.e. commonly ranging between lum to 15um. This dissimilarity has a crucial effect on
the material microstructural evolution and response to impact as it has been demonstrated by many
that the small spacing between nanograins effectively increases the pinning resistance to dislocation
motion (Ref 207,208). The increased presence of grain boundaries in nanocrystalline metals readily
annihilate dislocations and their stacking process within the grain interior becomes limited (Ref
209,210). Hence, the implementation of the MD simulation in a CGDS frame of work proves to be
difficult. In addition to the limited dimensions, the basic concept of the MD simulation method
relies on the parametrization of many terms, which are used to describe the interaction potential
energy functions. The set of functions and the associated set of parameters, which are termed ’force
field”’, are not readily available, which complicates the usage of MD in the CGDS field (Ref 211—
214).

To bridge the gap between FEM and MD simulations, a quasi-coarse-grained dynamics (QCGD)
method has been developed (Ref 33). The QCGD method uses representative atoms, referred to as
R-atoms, to mimic the dynamics of several atoms in each volume of atomistic frame, which
significantly reduces the computational time by decreasing the number of individually analysed
atoms. The developed scaling relationships incorporate kinetics related to collective nucleation,

evolution and interaction mechanisms of dislocations, temperature and pressure generation in
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metallic materials (Ref 33). Although providing the ability to increase the analysed length scale,
the collective deformation description has shown to overshoot the metal strength. Moreover, a
direct comparison with experimental observations is lacking to prove the accuracy of the model

and scaling process (Ref 33).
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CHAPTER

RESEARCH OBJECTIVES

The general objective of the current research is to improve the understanding of deposition and
adhesion phenomena in the CGDS process. Numerous features pertaining to the impact
developments in CGDS have yet to be understood for process optimization. The lack of analysis
stems mostly from the small physical and time scales at which deformation and bonding
phenomena occur making any experimental in-situ observation a challenge. The current research
proposes to first study the effect of substrate surface topography on pure aluminum particle
deformation and bonding mechanisms upon impact on a hard steel substrate. Secondly, the
measurement of particle in-flight temperature will be attempted using a newly developed
commercial high-speed IR camera. The temperature data will be used to test, evaluate, and validate
the accuracy of numerous Nusselt correlations utilized in the field. Subsequently, the effect of size
dependent particle temperature on overall coating properties will be studied using an
experimental approach involving coating generation and their property evaluation. In addition, a
CFD numerical model designed using the appropriate Nusselt correlation found in the previous
work will be developed. The final study will investigate the effect of particle impact characteristics
on interfacial phenomena using both experimental deposition and finite element modeling of
single particle impacts. The numerical approach will be used to acquire local particle/substrate
interface characteristics reached upon particle collision otherwise impossible to visualize and
assert. The experimental method, on the other hand, will provide evidence and support the
conclusions and explanations gathered from the numerical study on bonding mechanisms and

conditions.
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3.1 The Effect of Substrate Surface Topography

The first objective investigates the influence of substrate topography on particle deposition and
bonding nature, i.e. metallic and/or mechanical anchoring. Numerous studies have shown that
substrate topography influences DE, i.e. first deposited layer, and adhesion. However, conducted
experiments have been limited to arithmetic average surface roughness, R,, of 10um and/or to
interfacial particle/substrate investigations, which do not provide any detail on the resulting

bonding nature (Ref 191,192,215,216).

3.1.1 Substrate surface preparation methods

Three separate surface preparation procedures will be used and tested; polishing, grit blasting and
FPWI roughening, to allow a complete study across a wide range of surface roughness. The use of
FPW]J to produce low R, will allow to investigate the effects, if any, of grit embedment on overall

coating adhesion detected in common grit blasting methods.

3.1.2 Adhesion nature evaluation

The coatings adhesion strengths will be evaluated on each surface preparation process following
the ASTMC633 standard (Ref 217). A heat treatment will be applied on the produced coatings to
initiate the growth of an intermetallic phase at the coating/substrate interface. The locations at
which the intermetallic phases are detected will be used to reveal the position of fresh metal contact
zones and provide information on the surface profile required to induce proper material deformation
and oxide layer removal necessary for metallic bonding (Ref 215,218). In addition, numerical
modeling of the coating adhesion test will be performed. The coating/substrate interface profile
after CGDS deposition will be scanned using an optical microscope and data transferred in the FEM
model (Ref 219). The simulation will model the quasi-static pull test for each coating to assess the
fraction of the measured adhesion strength that can be attributed to the mechanical anchoring
process.

The high speed particle impact will also be modeled through FEM to study the effects of surface
roughness on resulting particle and substrate material deformation. As depicted in Figure 3.1, an
impact on four different surface profiles will be studied and their influence on local interfacial
variables, i.e. temperature, contact pressure, velocity vector and high equivalent plastic strain
(PEEQ), reached in the particle and substrate material will be evaluated. The obtained values will
be associated to the impact ability to generate metallurgical bonding at the contact interface (Ref

166,167,220).
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Figure 3.1: Numerical simulation of particle impact on four different substrate surface profiles (peak, valley, flat

and angular contact).

3.2 Measurement of Particle in-Flight Temperature
A high speed mid-wave infrared camera (FAST M2k, Telops, QC, CA) will be utilized to measure
the particle’s in-flight temperature (Ref 221). Figure 3.2 illustrates the experimental set-up that will

be utilized.
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High speed infrared camera

140 mm

Figure 3.2: Temperature measurement using a high-speed infrared mid-wave camera during the CGDS process.

The CGDS gas stagnation parameters will be adjusted to ensure proper particle heating and

acceleration at the nozzle exit.
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3.2.1 Experimental particle velocity measurement

Although various techniques and equipment have been utilized to measure the particle velocity at
the exit of the CGDS nozzle, the current study will use particle streak velocimetry (PSV) and
particle tracking velocimetry (PTV) methods (Ref 25,105). The former process will use the particle
streak length, i.e. generated from the utilised exposure time, from the obtained IR camera images,

while the latter will utilize the particle position and travel time between two sequential frames.

3.2.2 Heat transfer and momentum exchange analysis

Following the measurement of particle in-flight temperature, a CFD study will be performed using
ANSYS Fluent® and compared with the obtained particle velocity and temperature measurements.
A one-way coupled Lagrangian scheme along with a RSM turbulence model will be utilized to
track the particle trajectory, to model the particle/gas interactions and to predict the particulate
phase in-flight characteristics (Ref 115,155,161,162). Numerous drag coefficient correlations will
be tested to ensure proper particle motion description. The main goal of the numerical analysis,
however, remains to test and validate which of the utilized Nusselt number correlations provides

the most accurate definition of particle/gas heat transfer process occurring in the CGDS process.

3.3 Effect of Size-Dependent Particle Temperature on Overall Coating

Properties

The influence of particle size dependent impact temperature on the adhesion, deposition and impact

on previously bonded particulate phase, i.e. in-situ peening, will be studied in the present work.

3.3.1 Particle size dependent impact temperature

The first objective will be to generate depositions of particles with varying temperatures travelling
at the same velocities using both low and high pressure cold spray systems. The stagnation pressure
and temperature parameters will be investigated and obtained velocities at the nozzle exit will be
measured. Once the CGDS process parameters are found, coatings will be generated on polished
and grit blasted samples. Three sets of spherical feedstock powder with distinct and narrow size

distributions will be used to ensure proper incorporation of the particle size effect.
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3.3.2 Impact temperature influence on coating properties

The effect of impact temperature on powder deposition efficiency will be investigated. The mass
gain will be measured during coating deposition to obtain the overall coating deposition efficiency.
The effect of impact temperature on coating adhesion will then be studied, following the ASTM-
C066 standard. Generated coatings will be machined to appropriate thickness and pulled to measure
their adhesion/cohesion strength. The obtained values will be compared to the results obtained in
the study presented in section 3.1 as to investigate the influence of temperature and size on the
particle infiltration and mechanical anchoring on grit blasted samples. The coatings will also be
investigated under the SEM to qualitatively describe the temperature effect on particle deformation.
Finally, bend-to-break tests will be produced, following similar steps as presented in the ASTM-
D4145-10 standard (Ref 222), to study the particle size dependent temperature apparent toughness,
crack propagation mechanisms and fish scale processes. The objective of these experimental tests
are to investigate the particle collision characteristics effects on metallic bonding processes

(adhesion and cohesion) and the phenomena leading to coating attachment.

3.3.3 CFD modeling for particle trajectory and impact characteristics

As the measurement of particle temperature under high parameters, i.e. high speed, and of typical
CGDS particle size, i.e. 30 to 70um, might not be possible without extensive experimental testing,
the developed numerical heat transfer model in the study presented in section 3.2 will be utilized
instead. Thus, both low and high pressure CGDS systems will be modeled using ANSYS Fluent®
CFD software in goals to retrieve the particle temperature at impact for all generated depositions.
The flow structures, particle size influence on powder stream trajectory and impact characteristics
will be studied. In addition to the main goal, the results and CFD analysis obtained from the current
work will provide a clear understanding of the major differences between both CGDS systems and
their individual inherent advantages. Finally, experimentally measured deposition efficiencies will

be used to numerically acquire the full impact characteristics of depositing particles.
3.4 Effect of Particle Impact Characteristics on Interfacial Phenomena

The objective of the current investigation will be to study the effect of particle size and temperature

on the deformation and interfacial bonding phenomena of single particle deposition.

58



A. Nastic Chapter 3- Research Objectives

3.4.1 Single particle deposition and characterization

Isolated single pure aluminum particle depositions will be generated using both high and low
pressure CGDS systems at the parameters set in the previous study. Particles of spherical geometry
will be utilized to reduce the effect of powder irregularities and satellite presence on deposition.
The objective is to fully characterize the interfacial phenomena occurring at impact for both
adhered and rebounded particles. The deposited single particles will be pulled using a local
adhesion test process to reveal the particle/substrate interfacial state and presence of metallic
bonding, i.e. atomically bonded zones will be identified using cup-and-cone features and/or
protruding material. Particles traveling below their critical velocity will be collected after rebound
using carbon tape near the CGDS gun trajectory.

3.4.2 Numerical simulation of single impact

The differences in deposition and bonding processes will be explained using FEM. Similarly as for
the study presented in section 3.1.2, the commercial software package Abaqus/Explicit will be used
to model single particles with varying impact characteristics. The characteristics obtained in section
3.3.3 will be utilized. Analysis of the obtained results will consist of investigating the interfacial
temperature, pressure and oxide layer removal. In addition, the influence of local contact pressure
on melting temperature and melt propagation process at the impact interface will be described in

goals to understands its influence on particle bonding.
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CHAPTER 4

RESEARCH APPROACH METHOD AND
EQUIPMENT

he current chapter presents the experimental approach that will be used. More specifically, it
Tprovides the description of the equipment and apparatus that will be utilized. In addition, the
numerical models, i.e. computational fluid dynamics simulation and finite element models, chosen
to analyse the particle/gas and particle/substrate interface phenomena will be described and

explained.
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4.1 Feedstock and Substrate

The current sub-section describes the powder feedstock and substrate material that will be used to

achieve the objectives presented in Chapter 3.

4.1.1 Powder material

Figure 4.1 presents the powder feedstock that will be sprayed. The teardrop shaped pure aluminum
powder, shown in Figure 4.1a, which has been manufactured via gas atomization, has a chemical
composition of 99.8% Al. The pure aluminum powders depicted in Figure 4.1b, with a 99.99% Al
elemental composition, have been manufactured by Equispheres®, which generates spherical
particles eliminating any geometrical effects related to irregular powder shape. As this powder will
be used to study the particle size influence on deposition, three specific size distributions will be
sprayed. All three size sets are shown in Figure 4.1b. The last powder that will be studied is a gas
atomized spherical commercially pure (CP) titanium powder shown in Figure 4.1c. The CP Ti
powder will be sieved using an in-house tap-sieve shaker unit (W.S. TYLER Ro-Tap Sieve Shaker,
OH, USA) with proper woven sieve mesh cylinders to separate and recover all particles above

125um of diameter, which will facilitate individual particle tracking processes during the particle

temperature measurement tests.

Figure 4.1: Powder feedstock to be sprayed in the current research. a) Irregularly shaped pure aluminum (99.8%
Al, CenterLine (Windsor) Limited, Windsor, ON, Canada) b) Spherical pure aluminum (99.9% Al, Equispheres,
ON, CA) and c) Spherical CP titanium with satellites (CP Ti Grade 1, Crucible Research, PA, USA).

4.1.2 Substrate

The substrate material, geometry and surface preparation prior to CS deposition are presented in

the following sub-sections.

4.1.2.1 Substrate material and geometry

Steel alloys will be used as substrate material. Table 4.1 presents the chemical composition of both
the vacuum arc remelted (VAR) 300M (Carpenter Technology, Mississauga, CA) and SAE1018

steels, selected specifically for the current research work.
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Table 4.1: Steel alloy substrate compositions

Elements | Mn C S P Ir Cr Mo Ni Si \Y% Al Ti
300M 0.78 042 0.001 0.006 Bal. 081 040 190 1.68 0.07 0.04 0.002
SAE1018 | 0.70 0.15 0.02 0.03 Bal. N/A N/A N/A N/A NA N/A N/A

All substrates will be machined to a cylindrical geometry with dimension of 25.4mm diameter and
40mm height to facilitate subsequent mechanical testing, presented in section 4.4.1. The CS

depositions will be made on the flat ends of the cylindrical samples.

4.1.2.2 Substrate surface preparation processes

Three different substrate surface preparation methods will be used to study the substrate
topographical feature influence on coating bonding phenomena.

The first surface preparation method is the grit blasting process, commonly utilized in the CS field.
A handheld gravity fed grit blasting unit will be used to this end to roughen the substrate surface.
The grit will be fed through a steel nozzle and propelled using nitrogen at a pressure of 1.4MPa to
2MPa. During surface preparation, the nozzle will be held at a 45° angle and at a 50.8mm standoff
distance to ensure proper surface preparation. Ferrosilicate abrasive with 20mesh size (850um) will
be utilized as the impacting medium.

The second surface treatment method is the forced pulse waterjet (FPWJ, VLN Advanced
Technologies, Ottawa, CA) process, shown in Figure 4.2. The FPWJ method is equipped with a
piezo-electric transducer, vibrating at a rate of 40KHz, which generates ultrasonic vibrations. These
vibrations are transported to an internal nozzle assembly and the oscillatory waves are transmitted
to a microtip located at the core of the nozzle generating the output flow. As the microtip vibrates,
the pressurized water stream injected inside the nozzle is converted at its exit from a continuous
flow to an interrupted pulsated jet. The intermittent slugs of water impart cyclic loading onto the
substrate surface upon impact. In addition to the cyclic stress, a water hammer pressure is generated
at the water/substrate interface during the impact process of each slug. This water hammer pressure
represents the main advantage of the FPWIJ process over the continuous waterjet impingement
process. The resulting substrate surface cold working and erosive phenomena induced by the FPWJ
are a mixed result of cavitation processes, cyclic loadings, lateral water flow and water hammer
induced elastic-plastic deformation. The topographical features resulting from the FPWIJ surface
treatment are particular to the water/solid impingement and easily discernable from other surface

treatment techniques.
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Finally, the third process is polishing up to a mirror finish polish. Gradual grinding and polishing
steps up to a final process using a 3pum abrasive suspensions are planned to be applied onto the

substrate specimen. The polishing equipment to be used is described in more details in section

4.3.3.

Part# Part Part # Part

#1 Sample holder/table #4 User control unit
#2 Robotic arm and nozzle assembly #5 Pump assembly
#3 Safety unit #6 FPWI control unit

Figure 4.2: Forced pulsed waterjet surface preparation equipment.

4.2 Cold Spray Equipment

Two different systems have been chosen to complete the set goals of the current research; a LPCS
accessible at the University of Ottawa Cold Spray Laboratory and a HPCS available at the National
Research Council (NRC) —IMI, in Boucherville. Since the former is planned to be used extensively
for each separate presented project, for the developing stages and proof of concept phases, it will

be described and presented in much more details than the latter.

4.2.1 Low pressure cold spray system

The commercially available (SST-EP, CenterLine Limited, Windsor, ON, Canada) LPCS system
that will be used is shown in Figure 4.3. The system runs using a 15kW heater which can provide
a maximal temperature of 650°C and a maximal operating pressure of 3.45MPa. The carrier gas
pressure is provided by an 18MPa single nitrogen bottle pack unit that holds eleven industrial high
pressure nitrogen cylinders. The control unit shown in Figure 4.3a is used to set the operating
pressure and temperature prior to deposition. The spray gun assembly includes the main gas heater

and nozzle, as shown in Figure 4.4.
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a)

Part# Part Part # Part

#1 Temperature control unit #4 Spray chamber

#2 Powder feeder flow meter (argon) #5 Water filtering system and HEPA filter
#3 Pressure regulator #6 Step motor assembly

Figure 4.3: SST-EP CGDS system to be used at the University of Ottawa Cold Spray Laboratory. a) Centerline
(Windsor) Ltd. SST-EP control unit and b) spray chamber and ventilation unit.

The entire assembly is mounted on a step motor controlling the acceleration, velocity and x-y
displacement of the gun. The movement characteristics, i.e. velocity, acceleration, step size,
number of cycles, total displacement and individual distances, are controlled by the user through
PC Interface Software for X-SEL program. During spray, the samples will be enclosed in the spray
chamber, shown in Figure 4.3, which is equipped with a ventilation system ensuring proper air
working environment. Figure 4.4 also includes the converging/diverging nozzle at the bottom of
the high pressure and temperature cylinder. Two different nozzles will be used. The pure aluminum
powder will be deposited using a Centerline SST-Ultiflow polymer nozzle with a 2 mm throat
diameter, 6.5 mm exit diameter and 120 mm of diverging length. The nozzle is machined out of
polybenzimidazole (PBI) to avoid powder deposition at the nozzle walls during spraying at high
stagnation parameters, which are planned to be used for proper deposition of coatings in the current
study. To propel the CP titanium powder, a stainless steel (SS) nozzle will be utilized, which has

the same dimensions as the PBI nozzle.
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Part # Part

#1 Heater, high pressure/temperature
#2 Converging and throat connection
#3 Diverging section of nozzle

#4 Powder feeding line

#5 Powder preheating inlet

Figure 4.4: Spray gun including the assembled converging/diverging nozzle.

The powder feeder, shown in Figure 4.5, main components are the powder canister, feeding wheel,
the control panel and the gas carrier flow rate regulator. The canister keeps the powder away from
contact with the atmosphere and allows a pressure buildup to propel the powder to the nozzle. The
volumetric flow of nitrogen particle carrier gas will be set to 30SCFH for all tests, i.e. equivalent

to 1.16NCMH.

Part # Part

#1 Powder feeder canister
#2 Powder outlet
#3 Wheel speed controller

Figure 4.5: Termach powder feeder assembly.
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4.2.2 High pressure cold spray system
The KINETIKS 4000 (Oerlikon Metco KINETIKS 4000, Switzerland, CH) HPCS system that will

Figure 4.6: Oerlikon Metco KINETIKS 4000 cold spray system at the NRC facility.

The powder material is injected axially prior to the throat in the converging section of the setup.
This powder feeding location, as mentioned in the literature, allows the powder to preheat to
temperatures closer to the gas stagnation temperature. In addition, the system working parameters
can reach a maximum of 800°C and 4MPa. Similarly as for the LPCS system, nitrogen will be used
as the carrier and driving gas. A SiC nozzle will be used to propel the pure aluminum powder
towards the substrate surface. The converging/diverging nozzle is characterized by a throat of 2.70
mm, an exit diameter of 6.96 mm and a diverging length of 132 mm. The converging section into

which the powder material is injected has a length of 40 mm, i.e. no pre-chamber.

4.3 In-flight Particle Characteristics Measurements

4.3.1 High speed infrared camera

The high speed infrared camera that is planned to be used is shown in Figure 4.7. The IR camera
(FAST M2K, Telops, QC, CA) is also equipped with a real time temperature calibration (RTTC)
software, which facilitates its usage in dynamic environments such as in the nitrogen gas flow
exiting from the converging/diverging CS nozzle. The RTTC allows the camera to be used at any
recorded exposure time without the need to recalibrate the detected radiance with a high-accuracy
blackbody. The working distance between the far end lens and the gas flow centre will be set to a

constant distance for all experiments.
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SPECIFICATIONS FAST M2k

DETECTOR TYPE InSb
SPECTRAL RANGE 15 um to 5.5 um
SPATIAL RESOLUTION 320 x 256 pixels
DETECTOR PITCH 30 um
APERTURE SIZE F/25
FULL FRAME RATE 1910 Hz
MAXIMUM FRAME RATE Uidethol L b
90 000 Hz @ 64 x 4
TYPICAL NETD 25 mK
EXPOSURE TIME 1ps to full frame rate
LENS MOUNT Bayonet interface

Figure 4.7: FAST M2K high speed infrared camera.

4.3.1.1 Heat transfer analysis and resulting particle temperature
The HyplIR ® software, developed by Telops, will be used to analyze the saved sequences of the
CGDS powder laden flow. The following analysis process will be used to calculate the particle

resulting temperature.

The total infrared radiation, W¢,;, captured by the IR detector will come from multiple sources

bounded by the surrounding environment. This total radiation can be written as;

Wiot = Ep + Er + E, Eq. 53
where E), is the emitted infrared radiation by the in-flight particle, E;. corresponds to the emission
generated by the surroundings and reflected by the particle and E, is the emitted infrared energy
by the surrounding atmosphere. The presented Eq. 53 can be rewritten as;

Weot = &papEg + (1 — &p)agEf,s + (1 — ag)ES Eq. 54
where the subscript p and g relate to the particle and gas, respectively. The term @ corresponds to
the gas transmittance, &, is the particle emissivity and E B represents the radiation emitted towards
the surrounding, i.e. from the gas or particle. The Eq. 54 is written in a simplified form, which does

not take into account the dependence from 7 and A on the presented terms although the current

study will account for them. Since the atmospheric transmittance, a4, is approximately 90%, the
Eg term has very little influence on the particle temperature and consequently, the atmospheric

influence on the IR camera readings will be disregarded in the analysis.

Following Planck’s law, the electromagnetic radiation emitted by the particle, Ej,, at a specific

wavelength, A, and temperature, T, can be expressed by;
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Cy
G
A5 (eﬁ — 1)

where C; and C, correspond to the first and second radiation constants, respectively. In the current

Expp(ALT) =7 Eq. 55

study, the utilized IR camera operates at midwave, which corresponds to wavelengths varying
between A; =3um and A, =5pum. The radiance emitted by the particles between these two

wavelengths is calculated using an average radiance;
Az

1 Egq. 56

Emean = f E/lp 4, T)dr 1
L7
1

Since the radiance is continuous with wavelength and by applying the intermediate theorem, the

emitted energy can be expressed as follow;
G
Emean = E7 = gr———<¢ ~ Eq. 57
A5 (el_T - 1)
where 1 varies between the wavelength bounded by the used IR camera. By combining the

expressions described in Eq. 54 and Eq. 57, the total infrared radiation captured from the IR camera

during usage can be written as;

R R
Wtotal = ijw + (1 + Slep) ( B ) - Eq. 58
exp|—)— e -
Xp Tp Xp Tref

where R is function of the integration time and wavelength band, B is function of wavelength and
F is a positive value close to 1. The particle temperature,T;,, highlighted in green in Eq. 58, will

then be obtained from the total infrared radiation recorded internally by the detector.

4.3.2 Cold Spray meter (CSM)

The particle velocity will be measured experimentally using a Cold Spray Meter (Tecnar
Automation Ltd. St-Bruno, QC, CA). The CSM is equipped with a continuous laser that provides
a power density of 6.57 W/cm? and a 2.4W power at the exit of the optic fiber. The laser,
characterized by a wavelength of 810 nm, features a spot size of 8mm at the 10 cm focal point. The

particles traveling at high velocity are detected using their corresponding diffracted light.
4.3.3 General sample cutting, mounting and polishing

A precision saw (Secotom-10, Struers, Mississauga, CA) equipped with a silicon carbide cut-off

wheel will be used to cut the samples to appropriate size for further analysis. Following the cutting
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process, the samples will be mounted using a phenolic plastic powder in an automatic hot mounting
press (LaboPress-3, Struers, Mississauga, CA) for samples requiring a cross-sectional analysis. The
mounting process allows samples to have the appropriate cylindrical dimensions for
grinding/polishing processes. For this purpose, an automatic grinder/polisher (Tegrapol, Struers,

Mississauga, CA) will be used.

4.3.4 Optical microscope/ Scanning- Electron Microscope (SEM)

A digital optical microscope (VHX-2000 Keyence Corporation, Osaka, JP) will be used to obtain
a general magnified image of samples cross-sections and a three-dimensional stitched image of the
top surface topographical features. The microscope is equipped with a maximal magnification of
1000X, a variable depth-of-field that provides full focus for depth composition imaging and a high
definition resolution allowing 54million pixels of data. The three-dimensional surfaces obtained
using the digital optical microscope will be used to calculate the substrate surface roughness
through a Matlab code that enables the evaluation of the arithmetical mean surface deviation (Ra),
root mean square roughness (Rg) and peak to valley distance (Rz). The definition of all three surface

roughness descriptive parameters are given as follow;

1
Egq. 59
=25 q
ey |yl
i=1
Eq. 60
Eq. 61

where y; is the vertical height from the mean line of the surface topography to the i*" data point
for n ordered equally spaces points.

A scanning electron microscope (SEM, Oxford Instrument, EVO-MA10, Zeiss, UK) will also be
utilized under secondary electron (SE) and back-scattered electron (BSE) signals to obtain
specimen surface topography and elastic scattering, respectively. In addition, the energy-dispersive
X-ray spectroscopy (EDS) analytical technique will be used to provide elemental atomic structure
characterization. Prior to analyzing the samples mounted in phenolic plastic under the SEM, the

sample surface will be coated with a thin gold conductive layer using a cold gold sputter device
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(Denton Vacuum, USA). In addition to the gold layer, a copper tape will be placed from the coated
surface to the metal sample holder to provide a conductive path for the electrons and avoid surface

charge build-up during analysis.

4.4 Mechanical Characterization

4.4.1 Adhesion Test

The adhesion/cohesion of cold sprayed coatings will be tested according to the ASTM C633
standard. After deposition, the coatings will be faced using a lathe and machined to a uniform
thickness. A thermally curing elastomeric adhesive bonding agent (FM-1000, Cytec Engineering
Materials, MD, USA), with an 80 MPa bonding strength will be used to join the coated sample to
a counter specimen after which the assembly will be positioned in an oven for 2 hours at 190°C.
Three to six samples per sets will be tested for statistical purposes. For all tests, once the adhesive
has cured, the assembled sample and counter specimen will be pulled using an Instron Universal

tensile testing machine (Instron Series 420) at a rate of 0.7 mm/sec.

4.5 Other Relevant Equipment

4.5.1 Precision Balance

A precision scale for mass measurement, accurate urate to the 0.0001g, will be used to detect

surface mass gain during CGDS deposition processes and calculate the deposition efficiency.

4.5.2 Profilometer

For very smooth substrate surfaces, the use of the three-dimensional stitching process to measure
the roughness becomes difficult as it approaches the limit of the optical microscope. Hence, for
polished surfaces a portable profilometer equipped with a Sum diamond tip stylus (PHASE, SRG-
4000, NJ, USA) will be used instead. The depth measuring tool allows detecting surface
irregularities approaching the range of 0.0005um to 16pum, which results in a display resolution of

0.001pm.

4.5.3 High temperature oven

A natural convection air oven (Carbolite PF120, Hope Valley, UK) will be used for all parts in the

study requiring heating processes.
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4.6 Numerical Model Structure

4.6.1 CFD/ gas and particle interaction

The following subsection covers the governing fluid flow equations and presents the computational

methodology that will be used in the Computational Fluid Dynamics models.

4.6.1.1 Basic governing equations for compressible flows

The ANSYS/Fluent solver will be used to solve equations of mass, momentum and energy
conservation. In ANSYS/Fluent, the compressible flow is described by standard continuity and
momentum equations. The energy equation included in the solver incorporates proper coupling
between the flow velocity and the static temperature. As the current study deals with compressible

flows, the ideal gas law will be described as follow;

_ By tP

p =
M
w

Eq. 62

where p is the flow density, Py, is the operating pressure, defined as the atmospheric pressure, P is
the local static pressure relative to the atmospheric pressure, R is the universal gas constant and
M,, is the molecular weight. The temperature, 7, is computed using the energy equation. The

conservation of mass, or continuity, is written as follow;

Mass accumulation rate in CV

5; Net mass flux t_i)zrough cv Eq. 63
E + V- (pv) =Sm

where the source S,,, is the mass added to the gas phase from the particles injected in the flow and
CV stands for control volume. In the current study, the mass added by the particulate phase has
been evaluated to be too small to generate any important effect on the main flow such that the S,
term has been neglected. For 2D axisymmetric models, the conservation of mass can be written as
follow;

, , 4 g pv Eq. 64
2D axisymmetric —+ E (pv,) + i (pv,) + TT =S, q

where x is the axial coordinate, r is the radial coordinate, v, is the axial velocity and v, is the radial

velocity. The momentum equation is written as follow;

Transient
—_— Convection Pressure Body
0 ..  —== —_— - . Eq. 65
— (V) +V-(pvv) = —Vp +V-(D)+ pg + F
ot N —
Shear External forces

where p is the static pressure, pg is the gravitational body force term, F is the external body forces

(lift force, virtual mass force, external body force), the convection term expressed the change due
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to the movement of the fluid element from one location to another where the flow properties are
diverging, and T is the stress tensor described as;

= = - 2 =

T= y[(Vv+VvT) —§V-vl] Eq. 66
where p is the molecular viscosity and [ is the unit tensor. The second term on the right describes
the effect of volume dilatation. In Eq. 65, the V - U term expresses the following;

v v, v
x I Eq. 67
0x or r

For 2D axisymmetric geometries, as the one used in the study described in section 3.2.2, the axial

VU=

and radial momentum equations can be written as follow;

O o) + 2L rpvvy) + 2L (orvpm)
at PVx) T gy NTPVx V) TG PV T

oP 10 ov, 2 .
= +-——=|\ru 2——§(V-v)

N 10 (6vx N avr> Eq. 68
Ox 71rox 0x [TM ]

ror or = ox

+ FE,

and

O ov) + =L rpvev) + =2 (orvmy)
gt Pr) ¥ oy TPVxVe) + 2o PV Ur

_ 6P+1 d (avr+avx Fo. 69

T or rox [r,u O0x or )] e
10 ov, 2 . v, 24 v2

+;a—r TM(ZW—g(V 17))] —Z,uﬁ+§;(v 17)+,DT+F;~

The conservation of energy in the studied system is defined as;

Transient . P .
—_— Convection Cconduction Viscous dissipation
4 > y T oF ? = o\ Eq. 70
5 (PE) + V- (PE +p)) ==V | kesfVT — hi;  + (Fepre D) + Sy
J

Species dif fusion

where k. is the effective conductivity (kepr = (P—lr) Cplesr) in which Pr represents the Prandtl

number, and ]: is the diffusion flux of species j. The energy transfer from conduction, species
diffusion, and viscous dissipation are represented by the first three terms of the right side of Eq. 70,
respectively. The S; defines the heat of chemical reaction and any volumetric heat sources, i.e.
radiation source, interphase source and reaction source. In the CGDS process, the S, has been

neglected. In Eq. 70;
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E:h—g+v—2 Eq.71
p 2

where sensible enthalpy, £, is defined for ideal gases as follow;

h:Z)?hj Eq. 72
j

and where Y} is the mass fraction of species j and where
T
h] = f Cp,]dT Eq‘ 73
Tref
with Ty..r =298.15K. In a pressure-based solver, the thermal energy generated by viscous shear in
the flow is not automatically included by the solver in the conservation of energy equation, Eq. 70.
Thus, the viscous heating is separately added through the viscous model and is functional when the

Brinkman number, Br, approaches or exceeds unity. The Br number is defined in the solver as;

e Eq. 74
kAT

in which AT represents the temperature difference in the analysed system.

Br

4.6.1.2 Turbulence model

Due to the small scale and high frequency in which the turbulent fluctuations appear, it is
computationally too expensive to directly calculate and account for those fluctuations. To remedy
this problem, governing equations can be time-averaged, ensemble-averaged or manipulated to
remove the resolution of small scales. This modification in governing equations however introduces
additional unknown variables, which can be solved using turbulence models. In the current

research, the RNG k-¢ turbulence model will be used. This model uses the two following relations;

Rate of increase Convective transport Dif fusion transport

r ’a—— /B—T Dissipation/Destruction Eaq. 75
PO+ o olkw) = E(‘xkﬂeff a) - pe “Yu+Se+G+G T
l ]
Turbulent kinetic energy/Transport of k
and
Rate of increase  Convective transport Dif fusion transport Generation Destruction

0 0 0 de € €? Eq.76
a (pe) + a_xl (peu;) = a_x] (aeﬂeff a) + Cie E (G + C36Gp) — Caep 7 —Re+ S

Dissipation rate/ Transport of €

where G, and G, are the generation of turbulent kinetic energy due to the mean velocity gradient
and the buoyancy, respectively. Yy, is the contribution of the fluctuating dilatation in compressible
turbulence to the overall dissipation rate, a; and . are the inverse effective Prandtl numbers for

k and €, respectively. User defined source terms can also be added and are accounted for in S and
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Se. The terms C;.=1.42 and C,. = 1.68 are derived analytically using the RNG theory. In addition,
the RNG theory generates a differential equation for turbulent viscosity, given as;

d (pz—k> 17— _ap Eq.77
where ¥ = po¢r/p and C, = 100. Eq. 77 provides the variance of the effective turbulent transport
with Reynolds number, which allows increased accuracy at the CGDS nozzle near-wall regions

and low Reynolds number flow.

4.6.1.3 Solution time dependence

In the current research, to capture the time dependent solutions of the Navier-Stokes equations, the
Reynolds-averaged Navier-Stokes (RANS) method for turbulent flows will be utilized. The
fundamental approach of the technique consists of decomposing a flow variable into a mean and

fluctuating component.

4.6.1.4 Solution algorithm

4.6.1.4.1 Pressure based

A pressure-based solver will be used to calculate the flow properties in the converging/diverging
nozzle system. The solver employs a method, commonly called projection method, where the
constraint of mass conservation of the velocity field is generated by solving a pressure equation.
The pressure equation is derived from the continuity and momentum equations such that the
velocity field corrected by the pressure satisfies the continuity. Since the equations governing the
flow properties are nonlinear and coupled, the solver process includes iterations in which the
governing equations are solved repeatedly until a converged solution is reached. To solve, a
SIMPLE segregated algorithm is used, which solves the governing equations sequentially, i.e.
segregated from one another, and the individual solutions are obtained one after the other, as shown

in Figure 4.8.
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—> Update properties

Update mass flux, pressure
y and velocity

Solve sequentially
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(continuity) equation
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Figure 4.8: Illustration of the SIMPLE segregated algorithm approach in solving the governing flow equations.

The separate steps include the following;

1. Based on the current solution, fluid properties are updated (density, viscosity, specific heat,
turbulent viscosity).

2. Momentum equations are solved sequentially using the updated values of pressure and face
mass fluxes.

3. The pressure correction equation is solved with updated velocity field and mass-flux.

4. From step 3. The face mass fluxes, pressure and the velocity field are updated based on the
solution of the pressure correction equation.

5. Solve equations for additional scalars such as turbulent quantities.

6. Update the source terms arising from the interaction generated between different phases
(source terms in the carrier gas phase due to discrete particles).

7. Verify convergence.

4.6.1.4.2 Density based

In addition, a density based solver will also be used in the current research for the three dimensional
CS flow models, described in section 3.3. The density based solver similarly to the pressure based
approach utilizes a control-volume based technique, however, the governing equations (continuity,
momentum and energy) are solved simultaneously rather than sequentially. The following steps,

illustrated in Figure 4.9, are looped until the converging criteria is met;
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1. Fluid properties updated (initialized values are used at the start of the simulation).

2. Solve the continuity, momentum and energy equations.

3. Solve equations for scalars such as turbulence using previously updates values of other
variables.

4. Verify convergence.

> Update properties

h

Solve continuity,
momentum and energy
simultancously

L 4

Solve turbulence and other
scalar equations

no

yes

Figure 4.9: Density based solution steps.

The formulation of the solver will be implicit, which although requires more computational
memory than the explicit formulation allows reaching a converged state much faster. The implicit
approach solves all coupled variables (p, u, v,w, T), in all cells at the same time. Each unknown
variable in a cell is computed using a relation that includes both existing and unknown values from
the neighboring cells. These unknowns are thus included in more than one equation and then solved

for simultaneously.

4.6.1.5 Discretization schemes

Different spatial discretization schemes will be used. A second order upwind and QUICK
(Quadratic Upstream Interpolation for Convective Kinematics) schemes will be utilized for that
purpose. The second order upwind will be used for the spatial discretization of the flow and
turbulent properties. This scheme calculates quantities at cell faces using a multidimensional linear
reconstruction approach. The QUICK discretization scheme, on the other hand, is based on a

weighted average of second-order upwind and central interpolation of the studied variable.
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4.6.2 FEM/Impact process and adhesion test

The explicit dynamic procedure will be used for the simulation of particle impact processes and the
quasi-static adhesion testing.

4.6.2.1 Explicit dynamic analysis frame

ABAQUS/Explicit ®, commonly used to simulate the impact of CGDS particles on deformable
target substrate surfaces will be used in the current research. The explicit dynamic analysis for
integration uses a central-difference operator, i.e. the displacement and velocities are calculated
based on known data at the start of an increment. Hence, the global mass and stiffness matrices do
not need to be formed and inverted as normally completed in an implicit frame of work. The
stability of the central-difference method is controlled through the selected time increment. To
avoid rapidly growing errors, the time increment is chosen as the time required for a stress wave to
cross the smallest element dimension in the model. Hence, this solving method is favoured in
problems that include a total dynamic response time only a few orders of magnitude longer that the
stability limit, such as the impact of CGDS particles for which the full analysis requires only a few

nanoseconds. An approximation to the stability limit can be expressed as;

L..:
At ~ min Eq 78
Ca

where L, is the smallest element dimension in the chosen meshing process and ¢, is the
dilatation wave speed, solely responsible for volume changes in the analyzed medium. The

dilatation wave speed can be expressed in terms of A, and pg as;

AO + 2#0 Eq.79
p

Cqg =

where p is the material density and 4, and y, are both effective Lam’s constants defined in terms
of the young’s modulus, E, and Poisson’s ratio, v. In ABAQUS/Explicit the default time
incrementation scheme is set to fully automatic and is used in the current study.

The solving procedure implemented in ABAQUS software considers both the explicit integration
rule and a diagonal element mass matrix. Hence the equations of motion are integrated using the

central-difference integration rule as follow;

Aty + Aty
uN 1 = uN 1 + (l+1) (l) ué\{) Eq. 80
@+ (i) 2
and
Noo=yl ol Eq. 81
u(H%) U(l) + At(l+1)u(i+%) q
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where u® is the degree of freedom (ex: a displacement) and the subscript i is the increment number
in the explicit dynamic step. Hence, the kinematic state of the analysed body as it advances in time

is calculated with known values of ug’i_l) and u?{) from the previous increment. The diagonal
2

element mass matrices, with known accelerations, are computed as follow;

affy = (MY (B~ 1) -
where MM/ is the mass matrix, P/ is the applied vector load and I/ is the internal force vector
assembled from contributions of individual elements.

In the CGDS field, a fully coupled thermal-stress analysis is commonly used to perform
calculations as the mechanical and thermal effects influence each other strongly. In the explicit
frame, the heat transfer equations are integrated using the explicit forward-difference time
integration.

The quasi-static adhesion tests will also be simulated using the explicit dynamic framework.

Applying the explicit procedure, described above, to quasi-static problems reduces the required

system resources, which decreases the simulation time.

4.6.2.2 Material properties

4.6.2.2.1 Elastic properties and shock wave influence
Following is the definition of the materials linear elastic model behavior. In the model, the total

stress in the elastic region is defined using the total elastic strain;

o = Déleel Eq. 83

where o is the true stress state, D® is the fourth-order elasticity tensor and £® is the total
logarithmic elastic strain (of same value than engineering strain at small deformations). The
hydrodynamic stress, related to the volume changes, is determined by an equation of state. The
equation for conservation of energy needs to equate the increase in internal energy per unit mass,

E,,, to the rate at which work is being produced by stresses and the rate at which heat is being

added, such that;

Change of internal specific energy Rate of work done by stresses

—_— Added heat rate
0E,, - ¢ )1ap+s - -~ Eq. 84
iy = PPl oGt SHe pQ

where p is the pressure stress, pp,, is the pressure stress due to the bulk viscosity (resistance to
deformation), S is the deviatoric stress tensor, é is the deviatoric part of the strain rate and Q is the
heat transfer per unit mass. The p;,,, however, is a default numerical effect added in FEM to smear

a shock front and prevent elements from collapsing (zero volume across a single time increment)
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under extreme velocity gradients. An equation of state is defined which assumes the pressure is a

function of the density, p, and the internal energy per unit mass, E,,, such that;

p = f(p,Em) Eq. 85

In high energy impacts, such as the impact generated by particles in the CGDS process, the
hydrodynamic pressure is calculated using the analytical Mie-Gruneisen equation of state (EOS)
instead of the linear elastic part of the stress-strain curve (Young’s modulus). The Mie-Gruneisen
EOS is a special form of the Gruneisen model used to describe the effect of the volume change on
the vibrational properties of crystal lattice. This influence describes, in other words, the effect of a

change in density on the internal material energy. The Gruneisen model provides;

r=v (d_P> Eq. 86
dE/y

where T is the Gruneisen parameter, V expresses the volume, P is the pressure and E is the internal

energy. With the assumption that the Gruneisen parameter, I, is independent of P et E, when

integrated, the expression in Eq. 86, can be written as follow;

Eq. 87
p —py = Tp(Ep — Ey) ¢-8

where py and Ey are the Hugoniot pressure and specific energy per unit mass at a reference state.
This reference state is commonly taken from a model that expresses the pressure dependence on
density and internal energy, which doesn’t account for the volume change effect on lattice vibration
(cold curve). For the current Mie-Gruneisen EOS case, the reference is estimated by the Hugoniot
equations given by Eq. 87. In a shock compressed material, the Hugoniot equations are developed
following mass, momentum and energy conservation. In a material which includes a shock wave
propagation, a relative motion exists between the two that needs to be accounted for. As shown in
Figure 4.10, the shock propagates at a speed, 1, while the material compressed by the pressure
behind the shock travels at another speed, u,,. The Hugoniot equations developed using a moving

reference frame, i.e. the shock front, have velocities expressed as follow;

velocity of material behind the shock = ug — u,, Eq. 88

velocity in front of the shock = u;.
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State 1 State 0 State 1 2 State 0

=7

Uy > Ug - Uy, U

Shock front
Shock front

a) P1, Py, hy, ¢ Po. Po, ho, o b) p1, Py by, ¢ Po Po, ho, Co

Figure 4.10: Shock wave propagation through material in a) stationary medium and b) moving frame.

Assuming a steady state and that the area before and after the shock is the same, the conservation

laws utilized in the Hugoniot analysis can be expressed as follow;

Mass conservation: n = PolUs = P1 (us - um) Fa. 8
Momentum conservation: Py — Py = pousuy, = a1 (Um) Fa. %0

o Mo[ 1o, _ 2 132 = Eq. 91
Energy conservation: — | —ho+3 (ug — up) S (W) =0

(1™ law of thermodynamics)
where M is the mass flow rate, A is the area and h is the specific enthalpy. These sets of equations

are conditions on the jump in values across any shock wave and they are referred to as the Rankine-

Hugoniot equations. To solve, the linear relationship between the shock and material speed used;
Us=Co+ 5 Uy Eq.92
where ¢y is the speed of sound at an uncompressed state and s is the Hugoniot slope
(s = dUs/dU,) determined by experiments. Eq. 92 states that shock wave velocity is proportional
to particle velocity. At this stage, if the shock wave velocity, ug, is known from experiments, all
unknowns in Eq. 89 to Eq. 91 (u,y,, P;, p1, h1) can be determined. However, in CGDS the ug value

is not measurable, and instead the EOS is used as expressed in Eq. 85 to obtain an additional relation

to Eq. 89 to Eq. 91.
Using the previous relations, the Hugoniot energy, Ey, and the Hugoniot pressure, Py, required in

the Mie-Gruneisen EOS, can be expressed as;

_ Pu(1="/p)
En = 2po

Eq.
(steps presented in Appendix A) e93

Using the mass, momentum and experimental relationship, the Hugoniot pressure is provided by;
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2
= % (steps presented in Appendix B) Eq. 94
such that the Gruneisen ratio term, I, present in Eq. 86, is defined as;
r=r,20 Eq. 95

where I}y is a material constant, py is the material reference density and 7 = pﬁ. Using the
0

Gruneisen ratio definition, the Hugoniot pressure expression and the Hugoniot energy, the Mie-

Gruneisen equation, expressed by Eq. 87 can be rewritten as follow;

PoCsM (1 _ Ton Eq. 96

P2 —) + TopoErm.

2
The Mie-Gruneisen equation is implemented in ABAQUS, which will be used in the current study
for the high speed particle impact simulation. The [}y, cg, pg and s parameters are material
dependent properties.
The development presented above only describes the hydrodynamic stress, i.e. stress related to
volume changes. The deviatoric stress, d, related to the stress causing shape change, given by the

following equation will be used in the current simulations;
d=2G,e, Eq. 97

where G, is the elastic shear modulus and € is the elastic deviatoric strain.

4.6.2.2.2 Plastic properties

The plasticity model commonly used in the CGDS field is the Johnson-Cook model. It is indented
for applications including kinematic hardening and important rate-dependent effects. The model
uses the Mises yield surfaces, common definition of isotropic yielding, independently of the
equivalent pressure stress. During isotropic hardening, the yield surface size uniformly changes in
all directions such that the yielding stress increases with increasing plastic straining. The Johnson-
Cook hardening model has been used by many in the field to model the particle high-rate

deformation impact process. The static yield stress, g, is expressed as;
I\ ~
o®=[a+B(e)"|[1- 7" Fq. 98
where &P! is the equivalent plastic strain, A, B, n and m are materials parameters and T is the non-

dimensional temperature defined as;

N 0 fO?‘ T< Ttransition
T= (T - Ttransition)/(Tmelt - Ttransition) fOT Ttransition <ST< Tmelt
1 forT > Then
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where T'is the current temperature, Ty, 1S the melting temperature and Ty gnsition 1S the transition
temperature defined as the temperature at which or below which the material has no temperature
dependence on the calculation of yield stress. When T > T}, .+, the material is in its melted form
and will behave as a fluid such that no shear resistance will be generated and ¢® = 0. In addition,
the Johnson-Cook model also includes a strain rate dependent term, described as follow;

F= oo(épl,T)R(s'pl) Eq. 99
and

1
Pl = ¢ exp [E (R — 1)] for g = o° Eq. 100

where & is the yield stress at nonzero strain rate, P! is the equivalent plastic strain rate, &, and C
are material parameters measured at or below Ty,qnsitions 60(57’ L T) is the static yield stress and
R (é'pl) is the ratio of the yield stress at nonzero strain rate to the static yield stress, i.e R(&, = 1.0).

Finally, the form in which the Johnson-Cook yield stress model will be used in the current research

is expressed as;

Strain rate ef fect (viscosity)

Plastic strain influence —_— Thermal softening/Temperature ef fect
it épl —_— Eq. 101
c°= [A+B(@EPHn] - 1+¢C 1n£,— . [1—1Tm]
0

where & is the yield stress at nonzero strain rate, éP! is the equivalent plastic strain rate, &y, C are
material parameters measured at or below Tiransitions A» B, n and m are materials parameters, and
T is the non-dimensional temperature. Many have used the previous equation to characterize the
material plastic deformation. However, this model has clear limitations at very high strain rates
(> 107s71). Erroneous results have been obtained through extreme element deformation and
distortion. This limitation stems from the fact that at very high strain rates, the mechanisms
governing the dislocation motion transforms from thermally activated to phonon drag. To account
for this change, the Preston-Tonks-Wallace (PTW) constitutive model has been used in CGDS
modeling. The PTW model and material relations are not included in the ABAQUS software and
will thus be added separately through a user subroutine (VUHARD). The flow stress, o, defined

by Preston et al. is given as follow;

Be
o= Z[f + aln [1—(pexp <_ __p)”G Eq. 102
’ pp /1177
so — £ B — 1
¢:%, 5:¥, 0 = exp(8) — 1 Eq. 103
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where T, is the normalized work hardening saturation stress, fy is the normalized yield stress, 8 is
the strain hardening rate, €,is the plane strain, s, is the saturation stress at OK and 7 is the strain
hardening constant. The plastic shear modulus, Gy,.is dependent on the temperature and is defined

by the Mechanical Threshold Stress (MTS) model:
B

oo ()

in which Gy, is the shear modulus at OK, B is a material constant, ] is a temperature material constant

Gp(T) = Gy — Eq. 104

and T is the corresponding node temperature. The following equations are used to determine the

work hardening saturation stress, T, and the yield stress, fy;

, N
£, = max {so — (Sp — S )erf [KT In (y_f)] , So (6_”> 1 Eq. 105
€p 143

2 s\ V2 -\ B
A € €
Ty, = max{yo — (Vo — Yoo erf [KT In <ﬁ>] ,min{y; <—p> , So <_p.> Eq. 106
€ 143 14

where T = T/T,,, T, is the melting temperature, S, is the saturation stress near the melting
temperature, k is the temperature dependence constant, y is the strain rate dependence constant, €,
is the plastic strain rate, f is the high strain rate exponent, y, is the yield stress constant at OK, y,
is the yield stress constant near melting temperature, y; is the medium strain rate constant and y,
is the medium strain rate exponent. The two definitions provided in the maximum function are used
for both low and high strain rate regimes. When low strain rates prevail, the first correlation in the
maximum function is used, while the second is utilised when the strain rate goes above a threshold
which defines the start of the dislocation drag mechanism governed dislocation movement.

The material parameter, &, in the pervious equations is defined as follow;

. 1(4npm)1/3 <Gp(T)>1/2 Eq. 107

2\ 3M, Pm

where M, is the atomic mass.
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CHAPTER

RESEARCH PROJECTS RESULTS

his chapter presents three peer reviewed papers published in international journals relevant to
Tthe current research. Two of which have been published in the Journal of Thermal Spray
Technology (J. Therm. Spray Technol.) and one in the Surface and Coating Technology (Surf.
Coat. Technol.). The last study is written as a research article and will be submitted in a peer-
reviewed journal. Each paper addresses one of the main research objectives presented in

Chapter 3.
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RESEARCH PROJECT 1

This paper was reproduced according to the copyright agreement signed with ASM International.

This paper studies the effect of substrate surface roughness on the impact induced interfacial
properties and characteristics susceptible to generate fresh-metal contact zones, i.e. localized
pressure rise and extensive material plastic flow, and subsequently metallic (atomic) bonding, i.e.
localized temperature rise, large contact pressures and particle beneficial vertical momentum. The
fraction and role of mechanical and metal bonding in the obtained coating adhesion strengths are
characterized using FEM and experimental diffusion test, respectively. It was shown that for any
increase in substrate roughness, the adhesion process shifts from a metallic bonding, on polished
surface, to a mechanical anchoring process. The polished surface allows the generation of improved
contact characteristics, such as temperature and contact pressure. This peer-reviewed paper

addresses the objectives presented in section 3.1.
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Abstract The effect of substrate surface topography on the
creation of metallurgical bonds and mechanical anchoring
points has been studied for the cold spray deposition of
pure aluminum on 300M steel substrate material. The
coatings adhesion strength showed a significant decrease
from 31.0 £ 57 MPa on polished substrates to
6.9 £+ 20 MPa for substrates with roughness of
2.2 £ 0.5 pm. Strengths in the vicinity of 45 MPa were
reached for coatings deposited onto forced pulsed waterjet
treated surfaces with roughnesses larger than 33.8 pm.
Finite element analysis has confirmed the sole presence of
mechanical anchoring in coating adhesion strength for all
surface treatment except polished surfaces. Grit embed-
ment has been shown to be non-detrimental to coating
adhesion for the current deposited material combination.
The particle deformation process during impacts has been
studied through finite element analysis using the Preston—
Tonks—Wallace (PTW) constitutive model. The obtained
equivalent plastic strain (PEEQ). temperature, contact
pressure and velocity vector were correlated to the particle
ability to form metallurgical bonds. Favorable conditions
for metallurgical bonding were found to be highest for
particles deposited on polished substrates, as confirmed by
fracture surface analysis.

< A. Nastic

uOttawa Cold Spray Laboratory, University of Ottawa,
Ottawa, ON, Canada
2 VLN Advance Technologies Inc, Ottawa, ON, Canada

Isfahan University of Technology, Isfahan, Iran

Keywords adhesion strength - cold spray - finite element
analysis - mechanical interlocking - metallurgical bonding -
intermetallics

Introduction

Cold gas dynamic spray or cold spray (CS) coatings are
used in a wide range of applications in which the coating
adhesion strength is of utmost importance (Ref 1-3). In this
process, the sprayed particles remain in solid state
throughout their flight as their temperature is kept below
melting point. Particle/substrate  and  particle/particle
adhesion require the particles reaching an impact velocity
greater than a material dependant critical velocity (Ref 4-
6). For the typically sprayed materials, this critical velocity
ranges from 300 to 1200 ms ' (Ref 7, 8). The strong
pressure field experienced by a particle at impact generates
high strain rate and induces localized shear straining. The
resulting adiabatic shear instability condition is character-
ized by a sudden local temperature increase due to plastic
strain energy dissipation and as a result, the induced par-
ticle thermal softening process starts dominating over the
strain hardening process. Consequently, the stress starts to
drop rapidly with strain resulting in viscous-like material
flow (Ref 8, 9). Any additional strain generates excessive
material deformation, known as jetting, characterized by an
accumulation of narrow strain bands. This extensive
localized deformation causes particle surface oxide layer
removal, which promotes intimate conformal contact and
bonding (Ref 10-12). Computational and experimental
studies have shown that since the impact process charac-
teristic time is in the order of nanoseconds, interfacial
inter-atomic diffusion has a lower and limited impact on
particle/substrate bonding mechanism compared to high

&) Springer
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pressure contact, plastic flow localization and adiabatic
shear instability (Ref 12).

Through modeling. many have shown that the zone of
maximum equivalent plastic strain (PEEQ), a potential
precursor to metallurgical bonding, is restrained to a lim-
ited portion of the interacting surfaces (Ref 13-15).
Moreover. the occurrence of localized interfacial melting
can affect the nature of bonding by promoting metallurgi-
cal connectivity (Ref 16). Evidence of materials reaching
locally their melting point during CS has been established
through observation of microstructural features such as
intermetallic formation, spherical submicron particle
expulsion, particle remnants on substrate surfaces and
amorphous material layer formation (Ref 17-25). However,
only a limited amount of experimental observations have
demonstrated the presence of metallurgical bonds at indi-
vidual particle/substrate interfaces (Ref 26-29).

Many modeling studies have used the Johnson—Cook
plasticity model to describe the particle deformation under
impact during CS (Ref 9. 15, 30-33). While some have
obtained good correlations with experimental observations,
others have found limitations in the model to provide
accurate high strain rate (>107 s7') particle deformation,
Particularly. extreme and non-representative jetting pro-
cesses were obtained at the particles periphery. Such
erroneous depiction is related to incorrect material behav-
ior description at high strain rates. An increase in yield
stress with strain rate is normally observed under general
strain rate deformation: however, the increase is sharply
amplified for deformation rates exceeding 10% s~'. This
change is attributed to the transformation of the mecha-
nisms governing the dislocation motion from thermally
activated to phonon drag principles. Consequently, new
models have been used in the CS field, which account for
both mechanisms. The Preston-Tonks—Wallace (PTW)
constitutive model has shown to be the most accurate (Ref
9. 14).

The influence of substrate surface preparation and
roughness level prior to CS on particle/substrate bonding
mechanisms has been scarcely studied (Ref 34-37). A
proper identification of the contribution of metallurgical
and mechanical bonding mechanisms on the overall coat-
ing adhesion strength is also lacking. It has been proposed
that substrate grit blasting induces substrate surface work
hardening, which potentially limits its deformation and
consequent oxide removal (Ref 30). Residual grit con-
tamination was also used to explain reduced adhesion due
to the presence of micro-pores and the reduction in metal-
to-metal contact regions (Ref 11). Surface roughness (to-
pography) was also shown to improve to some extent the
adhesion strength by providing the coating mechanical
interlocking sites with the substrate and a larger contact
area (Ref 12, 36).

@_ Springer

The main goal of the current work is to assess the effect
of substrate surface roughness on adhesion strength and
provide insight on a potential transition between bonding
mechanisms that might occur based on the state of the
substrate surface morphology. for the case of a soft powder
sprayed on a harder substrate. A soft pure aluminum
powder is sprayed on a hard 300M steel substrate to
characterize the individual contributions of both metallur-
gical and mechanical adhesion mechanisms. The effect of
grit embedment on the coating adhesion strength is also
evaluated. Heat treatments of the coating/substrate couple
are used to enhance the formation of an intermetallic layer
and assert the initial presence of metallurgical bonding in
the as-sprayed conditions (Ref 38). Finite element analysis
(FEA) is used to characterize the particle impact behavior
on different surface profiles using the PTW model (Ref
9, 14). Finally, an FEA model simulating adhesion test is
developed and used to correlate experimental and theo-
retical data relevant to the bonding mechanisms.

Experimental Procedures
Substrate and Feedstock Materials

Round 254 mm diameter 300M-VAR (vacuum arc re-
melting) aerospace alloy steel cylinders have been used as
substrate material. Surface preparation treatments and
coating depositions were made on the flat ends of the
cylindrical samples. The tempered martensite microstruc-
ture had a measured Knoop hardness (Buehler Micromet
6030, IL, USA) of 310 HK,,, in the as received state. The
chemical composition obtained through EDS analysis
(wt.%) was C-0.42%, Si-1.68%. Mn-0.78%, S$-0.001%,
P-0.006%. Cr-0.81%, V-0.07%, Ni-1.90%, Mo-0.40%, Cu-
0.08%. Ti-0.002%. Al-0.04%. Sn-0.006% and Fe-Bal.

The aluminum powder (99.8% Al, CenterLine (Windsor)
Limited, Windsor, ON, Canada) is composed of distorted
teardrop and oval shaped particles as shown in the scanning
electron microscope (SEM) images (Oxford Instrument,
EVO-MAI10, Zeiss, UK) of Fig. 1. The powder particle size
distribution was measured using laser diffraction (Microtrac
model 53500, Montgomeryville, PA, USA) and the resulting
10th, 50th and 90th size percentile correspond to 11.3, 23.8
and 47.4 pm. respectively. The powder chemical composi-
tion, obtained through energy dispersive x-ray spectroscopy
(EDS) (Oxford Instrument, EVO-MAI10, Zeiss, UK), was
98.12 wt.% Al and 1.88 wt.% O.

Substrate Surface Preparation

Three different substrate surface preparation methods have
been used to produce distinct surface topographies and
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Fig. 1 Scanning electron microscope (SEM) images of as received pure aluminum feedstock powder. (a) Low magnification and (b) high

magnification

arithmetic average surface roughnesses (Ra). A polishing
procedure was employed to create a mirror surface finish
by gradually grinding and polishing down to a final surface
finish step using 3 pm abrasive suspensions. A gravity-fed
grit blasting process using a 20 mesh (850 pm) ferrosilicate
abrasive was also utilized at different propelling pressures
at a 457 angle to roughen the substrate surfaces. Two steel
nozzles with different exit diameters have been uvsed to
propel the grit medium as presented in Table 1. Moreover,
to generate different roughnesses and surface topography
characteristics between the grit-blasted specimens, the
surface exposure time has also been varied and is expressed
in terms of surface coverage, as seen in Table 1. A 100%
coverage defines a single surface scan. Finally. samples
were also prepared using the forced pulsed water-jet
(FPWI) process (Ref 39-41). A total of nine different
surface roughnesses were produced using FPWI in which
three approximately matched surface roughnesses obtained
using the grit blasting procedures. Table 2 presents FPW]
process parameters used in this study. A digital optical
microscope (VHX-2000 Keyence Corporation, Osaka,
Japan) was utilized to generate a 3D profile of the surface

Table 1 Grit blasting process parameters

Operating parameters Values
Nozzle diameter | (ND1) 4.8 mm
Nozzle diameter 2 (ND2) 9.3 mm
Standott distance 25.4 mm
Blasting angle 45°
Carrier gas Nitrogen
Sample Grit blasting pressure, MPa Coverage, %
GB-1 using ND2 1.4 100
GB-2 using ND2 2 400
GB-3 using NDI 2 100

topography obtained for both the grit blasting and FPWI
methods. The resulting roughness was then calculated by
analyzing the depth profile compositions through Matlab.
The grit embedment percentage was measured by contrast
using backscattered electron detector (BSD) images. Due
to the very low substrate surface roughness of the polished
samples, their arithmetic average roughnesses were mea-
sured using a portable profilometer equipped with a dia-
mond stylus (PHASE II, SRG-4000, NJ, USA).

Cold Spray Deposition
A commercially available (SST-EP, CenterLine (Windsor)
Limited (Windsor, ON, Canada)) CS system has been used

to produce pure aluminum coatings. To prevent nozzle

Table 2 FPWJ process parameters

Operating parameters Values
Nozzle diameter L.4 mm
Standoff distance 28.6 mm
Water pressure 69 MPa
Step index 0.1 mm/pass
Amplitude 85%

Pulse frequency 40,000 Hz

Sample FPWI nozzle velocity., mm/s
FPWI-1 325
FPWI-2 250
FPWI-3 200
FPWI-4 175
FPWI-5 150
FPWI-6 100
FPWI-7 75
FPWI-8 50
FPWI1-9 25

@ Springer
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clogging. a polymer nozzle with a 2.0 mm throat diameter,
6.4 mm exit diameter and a diverging length of 126 mm
has been used. Prior to the deposition process, all samples
have been cleaned and degreased in an ethanol ultrasonic
bath. The spray parameters are presented in Table 3. Prior
to the deposition process, all substrate surfaces were pre-
heated by running the CS gun over their surface without
feedstock powder and using a gas temperature of 500 °C,
in order to help induce softening of the substrate surface
and consequently promote the oxide layer removal process
through deformation during impact (Ref 42-45). For con-
sistency purposes, each individually sprayed sample was
thermally insulated from the surrounding using a high-
temperature polybenzimidazole holder. For microstructural
analysis, the aluminum coatings have been etched using
Keller's reagent. The coatings porosity was evaluated
through image analysis. Multiple coating cross sections
were analyzed using Imagel through a contrast process
generated from the chosen representative threshold value.

Adhesion Strength Evaluation

The adhesion test specimens were machined and tested
according to the ASTM-C633 standard (Ref 46) for coating
adhesion/cohesion strength evaluation. A thermally curing
elastomeric adhesive bonding agent, FM-1000 (Cytec
Engineering Materials, MD, USA), with a bonding strength
of 80 MPa was used to hold the coated sample to the
counter specimen. All coatings were machined down to
800 um total thickness prior to testing. Three samples per
surface preparation were tested.

Post Heat Treatment Procedure

Experimental observation and characterization of metal-
lurgical bonding at particle/substrate interface is hard to
assess and presents a wide range of challenges (Ref 47-49).
Multiple authors have used scanning and transmission
electron microscopy to report metallurgical bonding.

Table 3 Cold spray deposition parameters

Parameters Values
Gas temperature during preheat 500 =°C
Gas temperature during deposition 300 =C
Gas pressure 3.4 MPa
Gas nature Nitrogen
Traverse speed 20 mm/s
Feed rate 21 g/min
Standoff distance 15 mm
Step size | mm/pass
Number of passes 1

@ Springer

However, only very local conclusions were conveyed at
single particle boundaries, providing limited insight of the
overall coating bonding. The current approach is based on
the growth of intermetallics by inter-diffusion. Since rapid
inter-diffusion occurs at bonded regions and at oxide-free
metal surfaces, the amount of intermetallic phases present
at the heat-treated interface can be used to gualitatively
determine the extent of original metallurgical bonding and
thus the impact of surface roughness on the creation of
metallurgical bonds (Ref 38). To assess the formation of
aluminum-iron intermetallics at the coating/substrate
interface, a dedicated set of sprayed samples has been
produced and heat-treated after the deposition. The heat
treatments were produced for coatings sprayed on four
different surface roughnesses generated using polishing,
grit blasting and FPWIJ. Separate heat treatments were
performed at 600 °C for 10 min, 35 min and 1 h in an air
furnace for each sample roughness. The samples were
cooled in air at room temperature.

Numerical Model

ABAQUS/Explicit, a commercial Finite Element Analysis
(FEA) software, was used to simulate individual particle
impact on different substrate surface features. An FEA
analysis was also conducted to estimate the purely
mechanical portion of the adhesion strength of coatings
deposited on all FPWI-treated samples. The substrate 2D
profile (cross section) for each set of roughness was
recorded using images from the optical microscope and
transferred to ABAQUS through x—y coordinates conver-
sion using Imagel soltware.

Particle Impact Simulation

To reduce computational time, a 2D Lagrangian formula-
tion model was used to simulate the particles deformation
behavior during impact. Each substrate was partitioned into
sections characterized by fine meshing in the region of
impact and coarse meshing elsewhere. The meshing for
both particles and substrates consisted of quadratic 4-node-
coupled temperature-displacement elements (CPE4RT).
The mesh size for the particles was set to 1/50 the powder
average size (Rel 50). A fixed boundary and x-symmetric
conditions were applied at the bottom and on the sides of
the substrates. respectively. The tangential interaction
behavior was described by a general contact condition with
a friction coefficient of 0.5 (Ref 14, 51). A hard contact
pressure-overclosure was set for the nomal behavior
characteristic. The aluminum powder was assumed to be a
perfect sphere of 30 um diameter. The initial particle and
substrate temperatures were set to 348 and 398 K.
respectively, based on values found in the literature (Ref
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Table 4 General materials properties (Ref 74) Table 5 Elastic response properties (Ref 75)
Properties Pure aluminum Steel 4340 Properties Pure aluminum Steel 4340
Density (), ke/m® 2700 7800 Shear modulus (G), GPa 26 74
Specific heat (C), Jkg K 910 475 Griineisen’s constant (1) 2.14 1.69
Thermal conductivity (x), W/mk 237 445 Speed of sound (cg), m/s 5292 3935
Melting temperature (Tyy), K 934 1793 Hugoniot slope (5) 1.4 1.58
14, 47, 52, 53). The pure aluminum particle traveling Al . Og .
velocity was set to 500 m/s (Ref 14, 54). The density, 7= <[ +aln|1— gexp| —o _E Gp (Eq 4)
specific heat and thermal conductivity of both materials as .
used in the model are listed in Table 4. Due to the lack of 5 0 "% (Eq 5)
information in the literature on the 300M steel material P
temperature and strain rate-dependent Johnson-Cook 5= i —1y (Eq 6
properties, mechanical properties of stainless steel 4340 T Eq6)
have been used instead due to the similar carbon content 5

@ =exp(d)—1 (Eq 7)

and subsequent properties.

Material Elastic Response Properties The hydrodynamic
and deviatoric stresses, both subsets of a given stress sen-
sor, have been defined in the simulation as follow:

The hydrodynamic stress, related to volume changes,
was modeled using the Mie-Griineisen equation of state
(EOS) through the linear U; — U, Hugoniot form given
by:

e I
P :“’7"’?2 (] _%‘?) + FoppEm (Eq.1)
(1 —sn) =
Po
et (Eq2)
o

where p is the hydrodynamic stress, pg is the initial density,
cp is the material speed of sound, Iy is the Griineisen’s
constant, £y, is the internal energy per unit mass. p is the
density. and s is the Hugoniot slope coefficient.

The deviatoric stress, related to shape changes and
defined as the stress left after subtracting the hydrodynamic
stress, has been approximated by the following linear
elastic model:

d=2G.z (Eq 3)

where d is the resulting deviatoric stress, G, 1s the elastic
shear modulus, and &, is the elastic deviatoric strain. The
elastic properties defined in the simulation for both studied
materials are summarized in Table 5.

Material Plastic Response Properties  The high strain rate
(up to 10" 57! model developed by Preston-Tonks—
Wallace has been used to describe the particle plastic
deformation during impact (Ref 9). The flow stress a,
which is based on the dislocation motion during plastic
deformation, is written as follow:

where 1, is the normalized work-hardening saturation
stress, ( is the strain hardening rate, &, is the equivalent
plastic strain, 5o is the saturation stress at 0 K, 7y is the
normalized yield stress, and p is the strain hardening
constant. The plastic shear modulus G, is a function of
temperature and material density and is defined by the
mechanical threshold stress (MTS) model as follow (Ref
9, 14, 55):

D

exp(%) —1

Gp(T) e Gl [ (Eq 8)
where Gy is the shear modulus at 0 K, D is a material
constant, T, is a temperature material constant, and T is the
node temperature.

The plastic deformation process at low strain rates is
governed by thermal activation, while at high strain rates it
is controlled by dislocation drag mechanisms, also known
as Wallace’s theory of overdriven shocks (Ref 56). The
maximum (high strain rates) and minimum (low strain
rates) of the work-hardening saturation stress (7,) and yield
stress (Ty) are defined as follow:

{ n(E)] )
T, = max4 55 — (59 — 5o Jerf [kTIn| — ,.ﬁ;( 'p>
bp ¢
(Eq 9)
Yo — (yo — yeo Jerf [ 1T In (f)] !
%, = max . (Eq 10)

() =(%)'}

where T = T/‘r . T, is the melting temperature, s is the
m

saturation stress close to the melting temperature, x is the

temperature dependence constant, 7 is the strain rate
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dependence constant, £ is the plastic strain rate, fi is the
high strain rate exponent, yy is the yield stress at 0 K. y.. is
the yield stress constant near melting temperature, y; is the
medium strain rate constant,y; is the medium strain rate

exponent, and .f is defined as:

k_i(“ﬁp) 13 (GP[T))]‘Q
T 2\3M p

with M being the atomic mass. Neither the PTW nor the
MTS relations are included in ABAQUS and were con-
sequently  integrated through a
(VUHARD).

Due to the substrate limited deformation, the Johnson-
Cook (JC) model was used to describe its behavior under
impact. This model is very simple and able to predict
accurately material deformation at low strain rates (Refl 9),
which is why it is used in this study to describe the plastic
behavior of the substrate material only. The model con-
siders the separate effect of plastic strain, strain rate and
temperature on the material flow stress and its equation is

(Eq 11)

user  subroutine

given by:
: bt . o
o= [4+5g)] []+C1n(f’—p)} [1—(%) }
. A Eref m — fref

Thermal softening effect
(Eq 12)

where A, B, n. C and m are material constants determined
from flow stress data, ¢, is the equivalent plastic strain, &, is
the plastic strain rate. £_
material constants are obtained. T, is the melting tem-
perature, Ty is the transition temperature, and 7 is the
absolute temperature. Table 6 summarizes the mechanical
and thermal properties of both materials used in the particle
impact simulation.

Strain hardening ¢ i e (viscosity) effect

is the strain rate at which the

Adhesion Strength Simulation

To assess the distinct contribution of metallurgical and
mechanical bonding on the overall coating adhesion
strength for the various substrate roughnesses, a 2D FEA
Langragian model has been used (Ref 57). The sub-
strate/coating size (thickness) was set to approximately 10
times the peak to valley distance of the equivalent rough-
ness for all tested substrates in order to avoid the influence
of stress concentration for the determination of the overall
average stress. A quadratic element shape with a 4-node
plane strain (CPE4R) meshing was used. The boundary
conditions were set to fixed at the bottom of the substrate.
x-symmetric on the side walls and a uniform velocity of
0.02 mm/s (as per the ASTM-C633 standard) at the top of

@ Springer

Table 6 PTW (Ref 36, 76) and JC material properties (Ref
13,77, 78)

Properties Values
PTW paramerer-pure aluminum
Strain rate dependence constant (7) 0.0001
Strain hardening rate (f) 0.0529
Strain hardening constant (p) 3
Yield stress constant at 0 K (¥g) 0.00842
Yield stress constant at melting (v_.) 0.00566
Medium strain rate constant (vy) 0.00354
Medium strain rate constant (v3) 0.50
High strain rate exponent () 0.23
Saturation stress at 0 K (55) 0.032
Saturation stress at melting (5, ) 0.00791
Temperature dependence constant (k) 0.494
Atomic mass (M), kg/atom 448 x 1072
Shear modulus at 0 K (Gy), GPa 28.8
Material constant (D), GPa 3.44
Temperature material constant (Tg), K 215
Properties Steel 4340 Pure aluminum
JC parameters
A, MPa 792 148.4
B, MPa 510 345.5
C 0.014 0.001
n 0.26 0.183
m 1.03 0.895

Reference strain rate, éef | 1

the coating. Figure 2 illustrates the simulation concept and
provides details of the included features.

A general uniform friction coefficient of 0.5 was applied
at all contacting surfaces (Ref 51). Both the coating and
substrate were set at room temperature. The Johnson—Cook
model was used to describe the material flow process of
both materials during the adhesion test (properties are
presented in Table 6). The substrate roughness profiles
integrated into the simulations have been transfemed in the
same way as for the particle impact simulation. To properly
capture the anchoring regions, cross-sectional images taken
at a magnification of 400X have been used for substrates
with average roughness higher than 40 pm, 500X for
roughness between 10 and 40 pum and at 1000X for sur-
faces with roughness lower than 10 pm. These magnifica-
tions were taken based on visual inspection to increase
surface coverage while keeping good interface represen-
tation. The final coating adhesion strength was obtained by
averaging the vertical stress (S22) in the elements located
at the bottom of the substrate for each simulation. In total
five surface profiles per substrate roughness have been
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Fig. 2 Adhesion strength Uniform 0.02mml/s
simulation illustration for a velocity
FPWIJ surface profile

X-symmetric

(61K S I e

Digitalized FPWJ
surface roughness

Fixed substrate
boundary

analyzed and the obtained average stress was selected as
the resulting simulated coating adhesion strength.

Results and Discussion
Substrates Surface and Coatings Characterization

The resulting substrates surface topography obtained using
all three surface preparation methods are shown in Fig. 3,
with their corresponding average surface roughness (Ra). A
surface roughness of 0.2 £ 0.1 pm is obtained after pol-
ishing. Low substrate roughnesses were obtained using
both the abrasive blasting and FPW]J processes and varied
from 20£03 to 6.1 £08pum and 22 £ 05 to
52 4+ 09 pum, respectively. The grit blasting process
modifies the surface primarily through erosion by surface
shearing during grit impact, which leaves grit like marks at
the surface. The FPWI process, however, alters the surface
by plastic deformation without significant material loss at
high gun speeds and by localized erosion at low gun
speeds. The high surface roughnesses were obtained using
only FPWIJ (as grit blasting was found to be limited to
surface roughnesses around 7 pm), which varied from
15.8 £ 1.6 pm up to 84.9 £+ 6.4 pm. In the FPWI process,
the surface damage by microfracture through erosion
gradually increases with processing time (low gun speed).
As the surface gets rougher, more fluid penetrates through
the created cavities, which forms micro-jets and increased
localized material fracture. At high roughness, the gener-
ated surface features are unique to the FPWJ process.
Figure 4 shows cross sections of pure aluminum CS
coatings interface for all prepared surfaces. The deposited
coatings were 1.4 4+ 0.2 mm thick, measured from the

r i
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highest profile peak of each analyzed substrate surface. The
resulting high coating density is attributed to extensive
particle deformation. Coatings average porosity was eval-
uated at 0.3 + 0.2%.

Figure 5(a) presents a high magnification cross section
of the coating sprayed on the FPWI-5 substrate. The pure
aluminum coating has been etched to reveal particle-to-
particle boundaries and resulting particle stacking process
otherwise not visible. Etching reveals highly deformed
particles with irregular and disorganized piling process.
Splats with varying level of flatness ratio are seen. High
plastic flow enabled particles to adjust during their defor-
mation according to the substrate surface topography,
consequently filling all crevices at the substrate surface.
Figure 5(b) shows a fully dense coating deposited within
an intricate channel with thin passages created at the sub-
strate surface by the FPWT process. This demonstrates that
despite the high substrate roughness and presence of
complex gaps, the pure aluminum particles deform suffi-
ciently to fill all features regardless of their complexity.
Evidence of material continuation between adjacent parti-
cles and substrate, indicative of metallurgical bonding, was
impossible to discern from cross-sectional optical analysis.

Figure 5(a) also shows the presence of substrate defor-
mation upon particle impacts through hooks collapse.
Highlighted are two cases of hook deformation. which are
distinguished by the severity of the distinct collapse. The
folding process illustrated by “Case 17 is a full collapse of
the original hook down to the substrate surface. This type
of substrate deformation does not increase the coating
mechanical adhesion since the contact surface between the
coating and substrate is reduced. Instead, the area below
the hook becomes a void. ‘Case 27 illustrating a partial
hook collapse is expected to accentuate the adhesion due to
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Fig. 3 SEM images of substrates top surface topography and resulting roughness (Scale = 200 pm)

the additional mechanical anchoring it provides to the
underlying coating.

Adhesion Strength Tests and Fracture Surface
Analysis

Adhesion Strength Tests
Results of the adhesion strength tests as a function of

surface preparation method/substrate roughness are shown
in Fig. 6. The coatings sprayed on polished substrates

@ Springer

failed at 31.0 £ 5.7 MPa. The coating bond strength was
reduced to 6.9 + 2.0 and 8.6 & 3.8 MPa for the FPWIJ
substrate with a roughness of 2.2 £ 0.5 um and the grit-
blasted surface of 2.1 &+ 0.3 pum roughness, respectively.
According to these results, for the same substrate arith-
metic roughness, both the FPWJ and grit-blasted surfaces
have similar adhesion strengths. Moreover, from the cross
sections shown in Fig. 4, both surfaces have very similar
profiles, which reveal that the adhesion level is directly
related to the substrate surface topography irrespective of
the surface treatment used. Similarly, for FPWJ samples of
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Polished

P-1

Low Substrate Roughness High Substrate Roughness
Grit Blasted FPWIJ High FPWJ
GB-1 FPWI-1 FPWJ-4 FPWJ-5
FPWJ-2 FPWI-6 FPWIJ-7

FPWJ-3 FPWIJ-8 FPWIJ-9

Fig. 4 Optical microscope cross-sectional images of the deposition interface for all produced surfaces (Scale = 100 um)

Fig. 5 (a) Etched coating
illustrating particle deformation
and stacking process. Substrate
collapses (Case | and Case 2)
are circled. (b) Optical image of
a FPWJ channel filled by the
sprayed particles illustrating
particles high plastic flow
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Fig. 6 Pure aluminum cold spray coatings adhesion strength (ASTM-C633) on various 300M steel substrate surface roughnesses

52 4+ 0.8 ym roughness and grit-blasted surfaces of
6.2 &£ 1.3 pm Ra, the resulting adhesions are almost
identical with values of 22.0 &= 3.7 and 22.0 &= 3.4 MPa
for FPW] and grit-blasted surfaces. respectively.

For grit-blasted and FPW] treated substrates surfaces
with roughness less than 20 um, the coating adhesion
strength increases in a linear trend unrelatedly to the
preparation method used. For larger surface roughness
values, the highest coating adhesion strength of
48.00 £ 7.3 MPa is reached for FPWJ-5 samples. Subse-
quent increases in substrate surface roughness lead to a
small but consistent decrease in adhesion strength. Values
close to 42.5 £+ 6.9 MPa are obtained for samples with
substrate surface roughness larger than 33.8 + 8.1 pum.

Fracture Surface
Coating and substrate surfaces have been examined after

the adhesion strength tests. For each substrate preparation

method. the particle and substrate deformation. the

"g— Springer

adhesion mechanism and the influence of surface rough-
ness on coating adhesion strength are analyzed.

Polished Surface Figure 7(a) shows both the substrate
and coating surfaces after the adhesion tests of polished
substrates. As can be observed. the 300M steel substrate
does not experience any major plastic deformation since
the mirror-finish polish is retained after particle impact,
coating deposition and once delamination occurred from
the adhesion strength test. Figure 7(b) shows the delami-
nated coating surface that was in contact with the substrate
surface. From the flatness of particles at zones of contact
with the substrate, it is shown that the aluminum particles
experience large plastic deformations during the high
velocity impact process. The ductile behavior of the alu-
minum powder and lack of plastic flow of the steel sub-
strate are attributed to the strength and hardness of each
material. Given that the aluminum material is initially
significantly softer than the steel substrates, the plastic
deformation will predominantly be located at the particle.
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Coating Side

Substrate Side

Fig. 7 General features of coatings deposited onto polished substrate
surfaces. (a) Substrate and coating surfaces after the adhesion test
showing flat mirror surface finishes, (b) coating surface side SEM
image after adhesion test with cup-and-cone like features locations

The apparent absence of substrate surface modification/
cratering suggests that mechanical interlocking does not
contribute to the coating/substrate adhesion strength. Fig-
ure 7(c) shows retained aluminum material on the substrate
surface after adhesion testing, which suggests that the
coating adhesion strength is obtained through partial metal
bonding at the particle/substrate interface. The remaining
aluminum material is in the form of small fragments or
well-adhered full size particles as depicted in Fig. 7(d). In
general, the failure at the coating/substrate interface was of
adhesive nature with limited regions fracturing in a cohe-
sive like manner, which indicates presence of local poor
particle-to-particle connectivity. Figure 7(d) shows a single
particle being entirely dislodged from the coating after the
adhesion test, suggesting occurrence of low particle/parti-
cle bonding but high particle/substrate metallurgical
bonding.

Figure 7(b) also highlights zones of protruding material
and disjointed areas at the coating interface. The extruded
material is attributed to particle deformation occurring
during the adhesion test, which exhibits ductile behavior in
a discontinuous fashion across the particle contact surface.
The presence of localized and distributed cup-and-cone
like fracture features also support the presence of metal-
lurgically bonded zones. The previous results, which

shown by arrows, (c) substrate surface side showing remains of
aluminum particles and (d) single particle dislodged from the coating
after adhesion test showing particle/particle bonding being inferior to
the particle/substrate bonding

suggested the absence of mechanical interlocking between
the coating and substrate, support the current observation
and together they allow to hypothesize that the sole
bonding mechanism on polished substrates is of metallur-
gical nature. Limited cup-and-cone like deformation at the
particles surface suggests that the number of particles
reaching the necessary pressure, temperature and/or energy
for proper local oxide layer removal and creation of inti-
mate contact is limited.

Grit-Blasted Surfaces Substrate fracture surfaces of grit-
blasted samples are shown in Fig. 8. The topography and
grit/aluminum particle embedment are shown separately
through SE and BSD images. For all substrate surface
roughnesses, the amount of attached aluminum particles is
very low and quite similar. However, the size of the
remaining particles increases with increasing substrate
roughness due to the ability of larger hooks to trap larger
particles. For all cases, coatings have failed in adhesion at
the substrate/coating interface. From the surface topogra-
phy presented in Fig. 3 and the fracture surface images,
one can conclude that the substrate undergoes minimal
deformation during the deposition process. The general
texture appears to be the same as before deposition, and the
morphology is still characterized by grit like shaped dents
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GB-1
Ra=2.0+0.3um

GB-2
Ra=2.6+0.2pum

GB-3
Ra=6.1+0.8um

SE Image

BSD Image

Fig. 8§ Grit-blasted substrate sample surface topography and grit embedment after the adhesion tests. The steel substrate, ferrosilicate grit and
aluminum particles appear in white, gray and black colors in the BSD contrast, respectively (Scale = 200 pum)

increasing in size with the surface roughness. The amount
of embedded ferrosilicate grit at the substrate surface
increases with increasing surface roughness. The percent-
age of surface grit contamination is evaluated at 4.5 £ 1.9,
349 4+ 0.9 and 47.7 4+ 5.7% for surfaces having an aver-
age roughness of 2.0+031, 26+£0.17 and
6.1 £ 0.77 pm, respectively. Despite having similar sur-
face roughnesses, the GB-2 set has more embedded grit
than the GB-1 samples. This dissimilarity is caused mainly
by the difference in coverage overlap during the surface
preparation step. The GB-2 sample surfaces have been
treated for longer periods of time. which has led to the
same maximal reachable roughness but also to an increased
grit contamination. The ferrosilicate contamination on the
surface is in the form of thin grit residues and of infiltrated
large fractured grit. The absence of cup-and-cone like
features on the fracture surfaces, shown in Fig. 9(a). sig-
nifies poor ductility and consequently absence of metal-
lurgical bonding at the particle/substrate interface. In
contrast to the polished samples, these observations
strongly suggest that for low Ra grit-blasted surfaces. the
primary coating adhesion mechanism is mechanical rather
than metallurgical. As previously established for the case
of polished samples. reaching approximate adhesion
strength of 30 MPa only requires a low amount of metal-
lurgically bonded zones. With adhesion strength much
lower than that value, it is anticipated that the grit-blasted
specimens have no metallurgically bonded area. The grit
presence on the aluminum coating surface side of the
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adhesion test sample has also been analyzed, but the
detected amount was too low to be accounted for.

It is worth noticing that despite the great differences in
grit embedment percentage between GB-1 and GB-2
samples. the coatings adhesion strength are practically
identical. These results lead to believe that grit coverage
level does not affect the coating adhesion strength. This
supports the previous statement that for grit-blasted sam-
ples the adhesion is obtained through mechanical anchor-
ing mainly. In a mechanically anchored coating, embedded
grit and substrate surface have no topographical difference
during coating deposition. Figure 9(b) shows possible
presence of mechanical links between aluminum particles
and embedded grit, which demonstrates the non-detri-
mental effect of grit. The rough nature of the ferrosilicate
grit surface can also provide anchoring to the coating if the
core of the grit is well embedded inside the substrate
surface.

FPWJ Surfaces The coating and substrate fracture sur-
faces of the FPWI-2 and FPWI-5 samples. which have an
adhesion of 17.6 £ 1.7 and 48.1 &+ 7.3 MPa. respectively,
are shown in Fig. 10. Only these samples are shown as they
describe the general substrate and coating fracture surfaces
observed for low to high substrate roughnesses. It is
apparent from Fig. 10(a) and (c) that the substrate surface
undergoes minimal deformation based on the similarities
with the initial FPWJ surface topography. According to
Fig. 10(b) and (d), the coating fracture surface follows an
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Aluminum
Particle

Fig. 9 Coating/substrate interface after adhesion test. (a) SEM image showing the absence of cup and cone features on the coating surface of
grit-blasted substrates and (b) anchored aluminum particle above the surface of an embedded grit

Fig. 10 SEM images after adhesion test of (a) substrate and (b) coating of FPWIJ-2 sample and of (c) substrate and (d) coating of FPWI-5 sample

intergranular path with no apparent particle ductile defor-
mation. The lack of coating deformation during the adhe-
sion tests suggests that the failure occurs when the
substrate hooks align with the pull direction releasing the
coating from the substrate grips. Thus, the delamination
process is controlled by the geometry and strength of the
substrate hooks, which explains the increase in adhesion
with surface roughness increase. It is noteworthy to men-
tion that all coatings have failed in adhesion at the
interface.

The amount of attached aluminum on the substrate side
after failure is hard to properly quantify due to the intricacy
of the FPWJ surfaces. However, it is noticeable that the
particle deformation process is highly influenced by the
substrate roughness. As seen in Fig. 10(b) and (d), the
aluminum coatings have a surface topography similar to
the substrate. Particles during deposition follow closely the
substrate profile, giving rise to very dense coatings, such
that the resulting plastic flow is influenced by the substrate
surface features size rather than general roughness alone.
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It is also observed that the FPWI-3 and GB-3 samples
(with similar Ra) failed in adhesion at the same stress level.
This supports the previous statement given for grit-blasted
samples that as opposed to what has been hypothesized by
others (Ref 11, 30, 34, 41, 58) the grit contamination at that
roughness level does not affect the coating adhesion. The
explanation of such assertion being once more the lack of
metallurgical bonding at the coating/substrate interface.

Dilfusion Tests

In order to elucidate further and support the hypothesis
stated previously on the nature of the bonds at the interface
of the different surface roughness samples, coatings have
been produced and annealed for different treatment times
to capture the intermetallic growth process. A mirror-finish
roughness of 0.2 £+ 0.2 pm was obtained with polishing,
roughnesses of 2.6 = 0.4 and 5.0 = 0.9 pm were produced
using grit blasting and a roughness of 43.9 4+ 8.2 pm was
reached using FPWIJ. Figure 11 shows cross sections of
polished, grit-blasted and FPWI interfaces after the various
heat treatments.

After 10 min, it was impossible to detect Fe-Al inter-
metallics at the substrate/coating interface of any sample
based on SEM observations. In the case of samples heat-
treated for 35 min, an intermetallic compound layer is
observed at the substrate/coating interface of all treated
specimens. Through EDS analysis, it was confirmed that
the created intermetallics have high aluminum content with
a resulting single FeAl; composition. The preferential
growth direction of the intermetallic arises from the dif-
fusion coefficient of iron in aluminum being larger than the
coefficient of aluminum in iron (Ref 59). It is observed that
the polished sample has the largest continuous and crack-
free intermetallic interface coverage. In that sample, the
FeAl; thickness is constant throughout and reaches and
average value of 5.5 pm. The intermetallic layer shows
some interruptions along its length, but at a lower level
than for other interfaces. Lower degrees of intermetallic
layers on roughened surfaces support the previous con-
clusion that the coating adhesion is mainly of mechanical
nature for grit-blasted and FPWI-treated surfaces. Fig-
ure 12 shows images of the interface at high magnification,
revealing the intermetallic structures. It also displays the
diffusion path, the intermetallic thickness. shape and
continuity.

The intermetallic present on the substrates prepared with
grit blasting and FWPJ is a few microns thick but its
coverage is intermittent and thus limited to specific regions
only. Moreover, the FeAl; exhibits an irregular shape that
reflects the substrate surface profile. Similar results were
obtained for the 1 h annealing treatment. The intermetallic
layer geometry and composition has not changed between
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the three sets of tests. Its average thickness has increased to
7.5 pm for the polished interface. The thickness for the
other substrate surface roughnesses is still very inconsistent
and dependent on substrate topography. The significantly
greater coverage of intermetallic layers on the polished
samples can be interpreted as an indication of a higher
metal-to-metal contact area in the as-sprayed condition
(Ref 38). Larger diffusion scales are also associated with
zones metallurgically bonded during the CS deposition.
This suggests that during the impact process, the surface
oxide removal, creation of clean surfaces and zones of high
pressure and temperature are more prone to happen when
particles are deposited onto polished surfaces. The dis-
continuity of the intermetallic formation on all substrate
surfaces could be caused by the inhomogeneous nature of
the native oxide layer disruption. Despite being broken
during the impact. the oxide scale might not be propery
removed from the substrate surface due to either being
trapped by the impact of an incoming particle or from
being caught between the substrate roughness boundaries
(Ref 60, 61). Therefore. the diffusion during heat treatment
of iron in aluminum occurs only at regions of pure metal-
to-metal contact, where the particles have sufficiently
deformed to induce proper oxide scale removal and suit-
able high localized pressure and temperature to form strong
atomic links. Moreover, the grit-blasted substrate surface
with an Ra of 2.6 & (.4 pm has more intermetallics at the
interface than the grit-blasted sample with a roughness of
5.0 £ 0.9 pm. The grit contamination and larger presence
of peaks, valleys and angular surfaces could explain such
differences. Similarly. the intermetallic formation on the
FPWI surface is limited to specific regions only.

Finite Element Analysis

As direct and detailed visualization of particle impact is
currently limited due to the low process time scales and to
further support the proposed shift in adhesion mechanisms
(from metallurgical to mechanical) from the results
obtained, FEA was performed.

Particle Impact Simulation

The presence of a high equivalent plastic strain (PEEQ) at
the particle impact surface is indicative of an adequate
oxide layer removal process and a proper bonding (Ref
14, 18, 62, 63). An elevated PEEQ is also associated with a
high rise in local temperature at the contact zone (Ref
13, 64-66). The friction and plastic work experienced by
the particle is largely transformed to heat, which induces
material softening and consequently large localized
deformations. Local melting has also been shown to benefit
the creation of metallurgical bonding (Ref 13, 16, 23, 67).
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Diffusion Time: 10 min

Diffusion Time: 35 min

Diffusion Time: 1 hour

Polished P-2,
Ra=0.2+0.2um

Grit Blasted GB-4,
Ra=2.6+0.4um

Grit Blasted GB-5,
Ra=5.0£0.9um

FPWJ-10,
Ra=43.9+8.2um

Fig. 11 Local evidence of intermetallic growth for different diffusion times on various substrate surfaces. Intermetallic layer is seen at the

interface for heat treatments of 35 min and | h (Scale = 100 um)

Moreover, a high pressure applied at the zone of impact
under the dynamic loading enhances particle/substrate
contact and promotes the formation of metallurgical bonds
(Ref 12, 14, 68).

In this study. the influence of substrate surface topology/
roughness on the particle deformation process during
impact is analyzed. Figure 13 illustrates a surface cross-
sectional portion of GB-1 sample considered for the
numerical investigation. The particle impact is modeled to
occur onto four different regions of the surface, shown in
red in Fig. 13. To simplify the analysis, the particle
geometry has been set as spherical such that only the

influence of surface roughness on the particle deformation
is considered. The resulting temperature, PEEQ, pressure
and velocity gradient values at the particle zone of contact
with the substrate have been obtained from the simulations
and correlated with the particle ability to create metallur-
gical bonds.

Figure 14 shows simulations results at the time step for
which maximal temperature is reached at the particle for all
four cases. A large rise in temperature is observed at the
elements in contact with the substrate surface, as a result of
large deformation. With the exception of the impact with a
valley, the region with largest temperature is found at the
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10 pm

10 ym

10 pm

Fig. 12 SEM images of the FeAl; intermetallic layer growing in the aluminum coatings atter 35 min of heat treatment on (a) P-2 surface
showing its discontinuity. thickness above substrate and growth direction, (b) GB-4, (c) GB-5 and (d) FPWI-10

Fig. 13 Illustration of the @=30pm

particle impact process on
different sections of a grit-
blasted substrate surface

periphery of the initial contact zone, which corresponds to
the region of highest localized material flow (Ref
13, 65, 69). Particles impacting a substrate valley, with two
major contact zones, reach the lowest maximum tempera-
ture throughout their deformation process. Impacts for
which the particle deformation is occurring in multiple
non-parallel planes undergo limited localized plastic flow
and heat generation, which explains the lower temperature
reached at impacts with peak and valley surfaces. Thus,
high particle temperature is reached during the impact with
a flat and inclined surface due to peripheral flow localiza-
tion. Based on these simulation results, the highest tem-
perature is reached when the particle impacts a Hat
substrate with temperature at the particle periphery reach-
ing 884 K. while it reaches a similar temperature for the
impact on inclined surface (876 K). The strain rate
encountered at the particle surface during the impact with a
flat surface. at the time step shown. is of the order of
10 s, while it is one order of magnitude lower for the
impact on all other surface types.
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The maximum PEEQ achieved on the aluminum particle
surface are 4.5, 3.7, 54 and 2.2 for impact simulated on
flat, inclined, peak and valley surfaces respectively, as
in Fig. 15. The PEEQ at the substrate surface
reaches low values close to 1.0 during the complete particle
impact process. The difference in PEEQ values is directly
related to the dissimilarity in strength and hardness
between the particle and substrate material. The lack of
substrate surface deformation correlates well with the SEM
images previously shown of poorly deformed substrate
mirror-finish surface. Large effective plastic strains at the
particle surface are associated with improved breakage of
native oxides, which is an essential process to form inti-
mate contact between the two surfaces. The particle impact
with a peak experiences the highest equivalent plastic
strain, whereas the impact on a flat surface is second
highest. Despite experiencing larger PEEQ) values at their
peaks, rough substrate profiles can possibly inhibit the
removal of the disrupted oxide layer from the surface by
trapping  the between the surface
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shown

oxide residues
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undulations (Ref 61). This is easily observed on the peak
and valley surfaces for which the possible oxide removal
path is closed by either the particle or substrate roughness.
Improper cleaning of the surfaces will obstruct intimate
metal-to-metal contact, which will deprive the coating
from bonding metallurgically to the substrate surface.
Figure 16 shows the contact pressure range encountered
at the contact surface during impacts. The values vary from
920 MPa to 1.62 GPa, 477 to 818 MPa, 143 to 859 MPa
and 155 to 620 MPa for impacts on flat, inclined, peak and
valley surfaces, respectively. The contact pressure values
reached at zone of highest temperature are 1.34 GPa,
681 MPa, 859 MPa and 620 MPa for impacts on flat,
inclined, peak and valley surfaces, respectively. The larger
the value of contact pressure, the lower the distance
between the particle and substrate surfaces and in turn the
more enhanced is the molecular interaction (Ref 70). In
cold welding applications, pressures in the same order of
magnitude are required at ambient temperature (Ref 70) for
a wide range of non-ferrous material. Based on these
results, the impact with the flat substrate surface shows to
be the most favorable process for metallurgical bonding.
The last analyzed impact property is the velocity vector
direction, shown in Fig. 17. For the specific case of the

(d)

Fig. 14 Simulated surface temperature (K) results for impacts on (a) flat, (b) inclined, (c) peak and (d) valley profiles. Circled areas show the

ize the circled zones providing a clearer image of the temperature gradient

particle impacting on a flat substrate, the momentum is
directed toward the substrate surface and the material at the
periphery flows parallel to the surface. For both the impact
on a surface peak and on an inclined surface, the particle is
experiencing a rotational momentum (Ref 71-73) that
generates movement away from the contact zone. The
resulting inertia force tends to separate the particle from
the substrate surface, which obstructs the formation of
metallurgical bonds. Thus, the velocity vector mapping
suggests that the presence of metallurgical bond on low
roughness substrates is also limited due to the angular
momentum that particles experience during impact, which
prevents them to properly bond. Furthermore, the torque
that the particles experience when impacting onto a non-
flat surface is expected to be accentuated for irregular
shaped particles. For non-spherical particles, the mass
distribution with respect to the point of impact influences
the material flow during its plastic deformation, which
should give rise to an additional angular momentum than
the one depicted in Fig. 17 and as a result extend the
obstruction to create metallurgical bonds.

Impact simulation results reveal that the particle in
contact with a flat substrate reaches the highest temperature
and contact pressure. The PEEQ experienced at the particle
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Fig. 15 Simulated surface PEEQ results for impacts on (a) flat, (b) inclined, (c) peak and (d) valley profiles. Inserts emphasize the PEEQ) value

at zones of highest temperature

surface is the second highest value from all tested impacts.
The particle resulting momentum on such substrate surface
also indicates limited rotational movement that would tend
to separate the particle from the substrate surface. More-
over, Fig. 18 reveals the presence of shear localization
(abrupt stress decrease with temperature increase) in ele-
ments found at the particle periphery during the impact
with a flat substrate. Initially, the stress increases due to
hardening effects from high strain and strain rates but is
found to decrease when softening effects start dominating.
Given the high material flow experienced at the shear
instability location, the removal of oxides from material
jetting is expected to also be enhanced and consequently
the metal-to-metal contact improved. Altogether. results
agree on the superiority of the impact on flat surfaces to
create metallurgical bonds.

Finite Element Analysis of Coating Adhesion
Strength

The following sets of analysis provide results of simulated
pure aluminum coating adhesion strength for all produced
FPWIJ surfaces. The cross sections of all coated FPWJ
substrate surfaces generated in this study have been
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transferred to Abaqus and adhesion tests following the
ASTM-C633 standard were simulated (Ref 46). The
obtained adhesion strengths correspond to the purely
mechanical adhesion contribution as the modeling process
method eliminates any involvement of metallurgical bonds.

Figure 19 shows the obtained simulated aluminum
coating adhesion strengths for all FPWJ-treated surfaces
along with their corresponding experimental values. It is
clear from the results that the simulated adhesion values
correspond closely to those obtained experimentally. These
results suggest that coating adhesion to substrate surfaces
treated by FPWJ (and potentially grit blasting by exten-
sion) is likely due to mechanical anchoring. This could be
the main reason explaining the major drop in adhesion on
low roughness surfaces frequently reported in CS for soft
particles on hard materials (Ref 11, 30, 41). In purely
mechanical adhesion, the geometry, size and quantity of
hooks and anchoring sites found at the substrate surface is
the major factor affecting the final adhesion strength. This
reinforces the previous findings that the presence of
embedded grit under traditionally grit-blasted surfaces has
little impact on the final adhesion. For grit-blasted surfaces,
the mechanical interlocking sites are only located at the
sharp edges created from the grit plowing into the substrate
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Fig. 16 Simulated surface CPRESS (MPa) results at particle inter- interest are presented. Regions not in contact with the substrate are
face for impacts on (a) flat, (b) inclined, (c) peak and (d) valley circled. CPRESS values at those regions are explained by partial mesh
profiles. CPRESS values at zone of highest temperature and zones of ~ contact
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Fig. 17 Simulated surface velocity (mm/s) for impacts on (a) flat, (b) inclined, (c) peak and (d) valley profiles

@ Springer

104



A. Nastic

Chapter 5- Research Projects Results

1480

J Therm Spray Tech (2017) 26:1461-1483

Fig. 18 Temporal evolution of 1000
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surface, which gives rise to low adhesion. Hooks resulting
from grit impact are fairly shallow and poorly defined,
which consequently limits the occurrence of suitable an-
choring between particles and the substrate surface. As
stated previously, well embedded grit can also provide grip
to the coating but the strength is limited by the size of the
grit protruding above the substrate surface and strength of
the embedding process. Similar explanations can be given
for the low roughness FPWI samples, where only a limited
amount of crevices, serving as coating interlocking sites,
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are present. Larger surface roughnesses, irrespective of the
surface preparation method used. produce higher adhesion
strength due to the increased size and quantity of hooks.
However, the current experimental and simulated results
confirm that there seems to be a limitation to the contri-
bution of the mechanical anchoring effect on the coating
adhesion. The maximum reachable adhesion strength for
the current materials and spray parameters corresponds to
approximately 50 MPa. The reduction of surface anchoring
regions on the high roughness substrates is an evident
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explanation for such limitation. Large arithmetic surface
average roughness (Ra) can be measured while still having
a limited number of hooks along their profile.

Conclusions

The effect of surface roughness and surface preparation
method on the adhesive strength of cold-sprayed pure alu-
minum coatings on 300M steel substrates was studied
experimentally and through finite element analysis. The
bond strength and adhesion mechanism at the sub-
strate/coating interface was correlated with the substrate
surface roughness and preparation treatment. Metallurgical
bond was shown to be the only mechanism responsible for
coating adhesion when deposited onto a polished surface
with fracture surface analysis revealing the absence of sub-
strate deformation and also a limited number of metallurgi-
cally bonded sites. Results have also shown that depositing
coatings on surfaces with roughness less than 10 pm lead to
reduced adhesion strength compared to polished surfaces,
irrespective of the method used (grit blasted or FPWI) to
prepare the surface prior to the deposition. Varying the grit
embedment percentage on grit-blasted surfaces has also
proven the inconsequential effect of superficial grit presence
on the coating adhesion strength.

A finite element analysis of the particle impact and
deformation process on various substrate surface profiles has
demonstrated that the particle temperature, PEEQ. contact
pressure and momentum limit the conditions favorable to the
creation of metallurgical bonds to flat surfaces. It has also
been shown that the regions of highest PEEQ reached for
particles impacting onto flat substrate surfaces are limited
and located near the particle periphery. which correlates well
with the low percentage of bonded parnticles found at the
fractured surfaces of adhesion test samples.

Finite element analysis was also used to predict the
coating adhesion strength. The modeling results agreed
with the experimental findings and thus demonstrated that
only mechanical anchoring is responsible for the coating
adhesion for all surfaces treated with FPWI prior to the
particle deposition process.

The fAndings showed in this study not only explain the
causes of the drop in cold spray coating adhesion strength
for low substrate roughnesses compared to polished sur-
faces but also prove the irrelevance of grit embedment
when mechanical anchoring is the only bonding mecha-
nism responsible for adhesion.
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This paper was reproduced according to the copyright agreement signed with ASM International.

The focus of the following paper, entitled “Evaluation of heat transfer transport coefficient for cold
spray through computational fluid dynamics and particle in-flight temperature measurement using
a high-speed IR camera”, was to obtain particle in-flight temperature measurements and
subsequently evaluate heat transfer coefficients and equations used in CGDS process
computational fluid dynamics models. The importance of including the effect of particle relative
Mach number and Reynolds number in the empirical Nusselt correlation has been emphasised. This

peer-reviewed article addresses the objectives presented and detailed in section 3.2.
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ASM INTERNATION AL

April 18, 2019

Dear Ms. Nastic and Dr. Jodoin:

On behalf of the Journal of Thermal Spray Technology Editorial Committee Chair Dr.
Robert VaRen, JTST Editor Dr. Armelle Vardelle, and Chair of the JTST Best Paper Award
Selection Committee Dr. Jiri Matejicek, it is my pleasure and privilege to extend sincere
congratulations to your group for the selection of your paper “Evaluation of Heat
Transfer Transport Coefficient for Cold Spray Through Computational Fluid Dynamics
and Particle In-Flight Temperature Measurement Using a High-Speed IR Camera” as the
JTST Volume 27 Best Paper Award Winner.

Your paper was selected by a panel of 36 international thermal spray scientists, who
commented that your paper is a “Very detailed, mathematically rigorous description of
the formation of microstructure in cold sprayed coatings. Perfect combination of non-
trivial experiment with rigorous modeling. One of the best papers | ever saw in JTST.”
Another judge commented that your paper is “A very thorough theoretical analysis,
combined with development of a new particle temperature measurement technique, to
provide a rigorous grounding of heat transfer phenomena in the cold spray process. This
work provides new insights and better fidelity for process modeling and will enable
improved predictive capability for understanding and developing new processes and
materials.”

By winning this award, your team has demonstrated a high level of scientific and
engineering achievement. Your wonderful accomplishment will be formally
acknowledged during ITSC in Yokohama, Japan, next month. Congratulations on
contributing to JTST at the highest possible level! We look forward to receiving more of
your high quality contributions to JTST in the future.

Best regards,

Mary Anne Fleming

Senior Content Developer

lournals, Magazines, News, and APD Publications
ASM International
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ASM INTERMNATIONAL

2018 results/Jury additional comments

1 place — best paper:
Evaluation of Heat Transfer Transport Coefficient for Cold Spray Through
Computational Fluid Dynamics and Particle In-Flight Temperature Measurement Using
a High-Speed IR Camera

By: A. Nastic, B. Jodoin

Monitoring the particle history in cold spray technique 1s a key to predict the microstructure. Authors
have done a great job to describe a methodology for particle diagnostic. This is a good particle
diagnostic work combining the experimental and computational approach. Results are discussed in
depth with a thorough scientific discussion.

Particle velocity is the key factor to determine the quality of coatings. This paper focus on the
experimental measurement of in-flight particle temperature using a high-speed, high-definition
infrared imaging technique. It is to initiate efforts to improve the understanding of particle heating
process in CS by focusing on the experimental measurement of particle temperature.

The paper presents first reliable measurements of particle temperatures in Cold Spray. which is a
considerable achievement in itself. Furthermore, the accompanying simulation not only give great
insight into this rapidly evolving techmology but also will encourage more realistic modelling of CS
process in the near future.

Very detailed mathematically rigorous description of the formation of microstructure in cold sprayed
coatings. Perfect combination of non-trivial experiment with rigorous modeling. One of the best
papers I ever saw in JTST.

The authors used the latest measuring equipment and a profound simulation to shed some light into the
particle temperature problematic in CS. They put a lot of efforts into selecting the most accurate
material values and were well aware of the limitations of each method. They selected the experimental
conditions accordingly. to get the largest possible overlap between theory and practical experiment.

This paper presents an excellent and comprehensive study of cold spray process. The work is both
computational as well as experimental. The final correlation proposed for the Nusselt number will be
useful for researchers in this field.

This paper represents an excellent effort of high scientific merit, at a very challenging yet interesting
technical problem.

A very thorough theoretical analysis. combined with development of a new particle temperature
measurement technique, to provide a rigorous grounding of heat transfer phenomena in the cold spray
process. This work provides new insights and better fidelity for process modeling and will enable
improved predictive capability for understanding and developing new processes and materials.

The work involves experiments and analysis as well as methods for improving the quality of cold-
sprayed materials, e.g. intermetallic bonding. Since cold-spray is being explored for spraying of
functional materials with tailored thermophysical properties. such studies can help overcome many of
the key challenges encountered during cold-spraying.
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Journal of Thermal Spray Technology Volume 27 Best Paper

Awards

© ASM International 2019

The Journal of Thermal Spray Technology (JTST) is
pleased to announce the winners of the JTST Volume 27
Best Paper Awards, as chosen by an international com-
mittee of expert judges. The awards were presented to the
winning authors at the International Thermal Spray Con-
ference and Exposition 2019, in Yokohama, Japan.

The Editorial Committee of the journal believes it is
important to evaluate the quality of engineering and sci-
entific contributions published in JTST and to provide
recognition of excellent work and its publication. Each
paper is reviewed and evaluated on its merits for scientific
and engineering content, originality, and presentation style.
The following papers are recognized as outstanding and the
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Abstract This work aims at obtaining experimental par-
ticle temperature readings during the cold spray (CS)
process using a high-speed, high-definition infrared (IR)
camera for multiple gas stagnation parameters to infer the
suitability and accuracy of Nusselt number and drag
coefficient correlations widely used in CS modeling.
Measured particle temperatures are compared with values
obtained through numerical modeling. Measured particle
velocity using recorded data from the IR camera, based on
particle streak and particle tracking velocimetry methods,
is compared to values obtained from simulations. Addi-
tionally, particle velocities acquired using a Cold Spray
Meter are also considered. Results demonstrate that only
one of all common Nusselt correlations typically used in
CS modeling results in accurate particle temperature pre-
dictions. Furthermore, the study shows that the drag coef-
ficient correlation must incorporate the particle Mach
number in order to provide acceptable particle velocity
predictions.

Keywords cold spray - heat transfer transport coefficient -
IR camera - particle temperature
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Introduction

Cold spray (CS) uses a converging/diverging nozzle to
accelerate a gas (usually nitrogen, helium or air) to the
supersonic regime (Ref 1). Metallic particles are injected in
the flow and propelled to velocities ranging between 300
and 1200 m/s (Ref 2, 3). During their flight inside the
nozzle, the particles also exchange energy with the pro-
pellant gas, resulting in particles having temperatures
below their melting point throughout their flight (Ref 4, 5).
Upon impact with the substrate, up to 90% of the in-flight
particle’s kinetic energy is converted into heat (Ref 6-8),
while the remaining is converted into viscoelastic defor-
mation and elastic energy. Substrate temperature and
properties such as hardness and roughness can easily be
allowing for a direct
tion/correlation of their influence on the deposition process.

measured/monitored, observa-
Accuracy of models simulating the heat transfer between
substrate and gas flow has been validated by many using
experimental data, which have led to understanding the
contribution of substrate preheating on coating deposition
processes (Ref 9-11). However, measuring the particle
thermal state during its flight and upon impact proves to be
technically challenging. Over the years, models have been
developed and used to predict the gas flow and particles
properties during the CS process (Ref 12-17). These
models” accuracy is highly dependent on the assumptions
made, which can lead to erroneous conclusions (Ref 18).
As an example, the isentropic solution of the gas exit
velocity at low stagnation pressure significantly deviates
from results obtained through full Navier-Stokes viscous
flow solutions as the losses through shocks and viscous
effects are not included in the analysis as well as the effect
of nozzle geometry (Ref 13, 18). While being a convenient
tool for rough estimates, it is too simplistic to accurately
describe and predict flow and consequently particle char-
acteristics upon impact (Ref 19). Alkhimov et al. (Ref 20)
presented a model which includes the presence of the bow
shock at the substrate and the effects of nozzle boundary
layer, showing the importance of considering both phe-
nomena to forecast the particle properties at impact. Sim-
ilarly, Kosarev et al. (Ref 21) developed an analytical
model based on empirical equations to describe the gas
flow using two-dimensional relations and including the
outside supersonic jet flow structure, bow shock and heat
transfer processes with the substrate. Despite providing a
more realistic estimate of particle flow, both models use
complex formulations, which makes them less versatile and
reduces their practicality (Ref 18).

Consequently. to optimize accuracy of results, compu-
tational fluid dynamics (CFD) has become a widely used
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approach to simulate the CS process. Results obtained
through CFD such as gas flow pattern and particle velocity
have shown good agreement with experimental data (Ref
22-25). Shock-wave structure visualization using Schlieren
imaging (Ref 22) and particle velocity measurement using
laser light sheet (Ref 24) and laser two-focus velocimetry
(Ref 23) have been used to validate CFD results for flow
structure and particle velocity.

However, a difficulty arises when trying to measure and
model the in-flight particle temperature, required to fully
describe the particle behavior. In the CS process, the par-
ticle temperature has only been reported on the foundation
of theoretical analysis and CFD modeling, without any
validation with experimental data. Lack of particle tem-
perature measurement results from technological limita-
tions due to the particle relatively low temperature and
high velocity. In thermal spray processes. two-color optical
pyrometry for in-flight particle temperature measurement
has been used based on the Planck’s law of thermal radi-
ation (Ref 26-30). The high thermal emission radiated by
the particles heated to or near their melting point allows for
suitable detection (Ref 31, 32). Recently, a one-color
camera approach has also been developed to provide the
radiation spectral analysis of in-flight particles with visual
information of both the temperature and velocity distribu-
tion of particles within their trajectory in the thermal
plasma spray plume (Ref 31). Spectroscopic techniques
have also been used to identify and filter the thermal
emission of particles in a plasma plume by collecting
spectral signature signals of the plume alone (Ref 33).
However, classical pyrometric particle temperature mea-
surement can only provide information on particle tem-
perature with reasonable precision above 1200 °C, which is
by far superior to the CS stagnation parameters (Ref 34).

The lack of experimental data to support the CFD
modeling of particle temperature challenges the reliability
and accuracy of the heat transfer analysis and correlations
currently used to describe the particle-gas interactions in
CS processes. Nusselt number correlations frequently used
in CS modeling lack validation for this specific flow con-
figuration. Current calculations are made based on various
theoretical assumptions from larger scale applications
under different flow regimes. Multiple correlations to
express the Nusselt number have been used in other fields
to include the effect of either a large Reynolds number (Ref
35). high Mach number (Ref 36) or the boundary layer
surrounding the particle periphery (Ref 37). To date,
comparisons between existing Nusselt number correlations
for CS processes have not been made due to the absence of
experimental data required for proper validation.

The main goal of the current work is to initiate efforts to
improve the understanding of particle heating process in

CS by focusing on the experimental measurement of par-
ticle temperature using a high-speed, high-definition
infrared imaging technique. In-fAight particle temperature
measurements in the CS process have never been reported
previously. Hence. assessment of such data, even in a
limited set such as the one provided by this early initiative,
will provide the ability to evaluate the accuracy of the
currently used heat transfer correlations subsequently
allowing a better understanding of the interactions between
particle and gas flow in the CS process in general. To
achieve this goal, an infrared camera operating in the mid-
wave infrared (MWIR) spectral range (3-5 pm) is used to
capture in-flight titanium particle temperature at the exit of
a CS nozzle. The recorded data are also used to evaluate
the in-flight particle velocity. Those measurements are used
to assess the accuracy and precision of the Nusselt and drag
correlations typically used in CS CFD studies.

Background

The particles motion and heat transfer processes are
influenced by the flow-field characterstics. the particle
drag. energy transfer coefficients and the particle proper-
ties. In analyzing micron-sized particles traveling condi-
tions in supersonic CS flows, the inertial, rarefaction and
compressibility effects must be considered.

Particle Motion

Particle acceleration is obtained by integrating the force
balance equation acting on the particle:
1

dv, 2
mpd_rp = ECUFEAP(VE — Vp) +F,

(Eq 1)

where my, Vy,, Co, pg. Vi, Ap and F), are the particle mass,
particle velocity, particle drag coefficient, gas density. gas
velocity, particle cross-sectional area and body force,
respectively. The body force can include gravity force (Ref
38). thermophoretic force (Ref 39). lift force (Refl 40),
electrostatic force (Ref 38) and adverse pressure gradient
from the shock wave (Ref 25).

The dependence of the drag resulting from pressure and
viscous stresses applied at the particle surface on the
magnitude of the particle relative velocity is expressed
through the particle Reynolds number (Re,):

 PasVe— Voldp _ Inertial forces

Re, (Eq2)

Hog Viscous forces

where [ is the gas dynamic viscosity and 4, is the particle
diameter. The subscript frefers to the properties evaluated
at the film temperature given by:

@ Springer
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T, + T, significant effect of compressibility is expected (Ref 49).
T; = Q (Eq 3)

where T}, and 7, are the particle and gas temperatures,
respectively.

Figure 1 shows the effect of increased inertial forces,
i.e.. increased Reynolds number, on the flow characteristics
and the resulting drag coefficient, Cp.

A symmetrical fully attached flow structure is encoun-
tered at low Re, and Cp reaches values up to 200. The
laminar symmetrical flow starts to separate from the par-
ticle surface as inertial forces increase. Vortices are sub-
sequently generated, which create a lower pressure at the
rearward particle zone. Further increase in Re, leads to
vortex shedding. Reynolds number from 1000 to a critical
value of 3 x 107 introduces a turbulent wake zone with a
laminar separation, which brings the Cp to a constant value
of 0.4. Further increase in Re, leads to a turbulent sepa-
ration and the wake zone initiation location is moved
rearward resulting in a decreased pressure and conse-
quently a lower drag coefficient. This analysis is, however,
limited to low-speed incompressible flows. A large number
of studies in CS have used a Cp, = f{Re;) to predict particle
velocities (Ref 41-44), Others have, however, incorporated
the influence of Mach number and compressibility effects
(Ref 16, 45-47).

In particle laden flows, the presence of shock patterns
near the particle surface resulting from compressibility
effects can drastically affect the particle motion (Ref 48).
In the current CS study, as particles are injected in the
supersonic flow region, compressible effects are expected.
The non-dimensional parameter controlling the compress-
ibility factor is the particle Mach number, MP, defined as;

Ve —Vo| __lav]
c /1R Ty

where c is the gas local speed of sound, 7 is the ratio of

Mp: [Eq 4)

specific heats. y = ‘P/Cv. Ry is the gas constant, and Ty is
the local gas temperature. For M, < 1, the flow is con-
sidered incompressible, while for Mach number above 0.6

Fig. 1 HMustration of fow
characteristics around a
spherical particle for increasing
Re, using stream structures. The
variation of Cp, is also provided.
The fluid flows from left to right

Forward stagnation
Particle

Ideal attached flow, Re, <1, 200<Cq <10

Laminar separated fhow, 1cRe, <100, 10, <10
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Rearward raglon

Vortices

Figure 2 shows the variation of CD with M, for low and
high Re,,.

For low Rey,
a rarefied flow prevails (Fig. 2, line a). The occurrence of
rarefaction is related to the Knudsen number, K, defined

as:

the drag coefficient uniformly decreases as

(Eq 5)

B().-2

L=V2\®.,) =3

where A represents the mean free path of molecules. For
continuum, conventional no-slip boundary condition is
found for K, < 0.01. In a non-continuum flow, partial-slip
condition occurs and leads to three flow regime conditions:
slip flow (0.01 < K, < 0.1), transition flow (0.1 < K,
< 10) and free-molecular low (K, = 10) (Ref 50). Studies
have shown that gas—particle interaction in rocket nozzles
encounter all described flow regimes (Ref 36, 51, 52). Asa
result, all flow regimes are expected to occur in similar
processes such as in the CS amid the use of a wide particle
size range.

s nmnzu/ Turbadent

ke Bow shock

/v Oblique shock wave

Weak axpansion
waves

.

1 M

Fig. 2 Drag coefficient dependence on relative Mach number for low
and high Re, (Re, = 10 x 10%). Insets illustrate the pressure flow
structure around the particle for different M, at high Re,. The red zone
shows the subsonic region created by the bow shock. The standoff
distance between the shock and particle surface is also illustrated

Retative fluid flow motion

Lammnar separation

)‘ Wake
1

-—\*
)

Laminar separation and turbuient wake
Ve A0, <3010, Co 0,4
Turbudent S eparation and turbusnt wake,
3210%Rs, <1x107, G 50.1

Turbulent sepa

. Bl
Uretaady oucillating flav, 100< Re, <1x 101
0.4<Cy <1
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As depicted in Fig. 2, atincreasing M, (near 1) and high
Rey. shock-wave structures appear. Weak expansion waves
form at the particle surface followed by a lambda shock
pattern, while the flow becomes locally supersonic. As a
result of boundary layer/shock interactions, flow separation
occurs earlier than for incompressible flows and the drag
coefficient starts to increase (Fig. 2, point b). When a
supersonic M, is reached, a bow shock forms in front of the
particle and the flow separation moves rearward: the drag
coefficient increases and reaches a maximum value (Fig. 2,
point ¢). Further increase in M, brings the bow shock closer
to the particle surface, and the following expansion wave
further delays the flow separation process. Once the flow
reaches the supersonic regime, it stabilizes as the previous
general flow instabilities and shock initiations are reduced.
Consequently, the drag coefficient decreases and eventu-
ally reaches a constant value of 2, unaffected by Re, for
My, > 1.5 (Fig. 2. point d).

Multiple studies have been conducted to ensure that the
drag coefficient gives proper representation of the flow
field surrounding a particle (Ref 36, 52-56). As such,
considerable collection of drag coefficient correlations is
available in the literature. However, only a few rely on
experimental data and are in a suitable form for computer
programming/calculations. In the current study, the Hen-
derson law is used to express the drag in the subsonic,
transonic and supersonic relative flow as compressibility
effects are of crucial importance in CS5 (Ref
I8, 25, 53, 57, 58). It includes the continuum, slip, tran-
sition and molecular flow for M, numbers up to 6 and for
Rep, up to the laminar-turbulent transition. The effect of a
temperature gradient on drag is also evaluated (Ref 53).
Thermophoretic forces have been shown to arise at the
particle surface from the temperature gradient in the con-
tinuous surrounding fluid and consequently the kinetic
energy gradient from the surrounding molecules. Mole-
cules found at the hot side of the gas are characterized by a
higher collision rate than the ones located on the cold side,
which results in a net force driving particles from hot to
cold temperatures (Ref 50, 59). The Henderson drag
coefficient is given as follows;

For Mp <1.0,Cp;

" -1
3.65—153% R
Cor =24 Rep+5{ 433+ |[-——— & xctp(—(}.?ﬂﬁ)
1403537 5

4.5+0.38 (0.03Re, +0 48R}
+up( D'SM”)( ( d . ) 'ﬂ,lM;+n,2M;)

Rey” 1 +0.03Re, +048Re;

M,
+(}.6S( 1 —exp (—ﬁ))
3

For 1.0 <M, <1.75, Cpa;

(Eq6)

Cpz = C; (1.0,Rep)

+%(M.,¢ — 1)(Cp3(1.75, Rex.) — Cp1 (1.0, Rep) )
(Eq 7)
For My > 1.75, Cps;
CD3:D.9+2}?+].86($;’:)]H
. (HL@(&)”‘_L)
25\ S (Eq 8)
1

1/2
. (] m(ﬁ) )
Re,

where M. = 1.75. Cp(1.0. Rep) and Cpo(1.75. Re.)
represent the drag coefficient calculated using Eq 6 and 8,
respectively, T, is the temperature of the particle assumed
isothermal, T, is the temperature of the gas in the free
stream, and § is the molecular speed ratio given by;
§=M, }I/Z (Eq 9)
In the current work, two other drag coefficients have been
used and compared to results obtained from the Henderson
correlation. Both of these drag coefficient comrelations are
used in CS applications to simulate particle velocity (Ref
40, 41, 44, 60, 61). The simplest form of drag coefficient
expressed for spheres is defined by Schiller and Naumann
(Ref 41) and given by:

044 Re, > 1000
={2
0= = (1+0.15R%") Re,<io00 [ (Fa10)
Re, !

This relation accounts for any deviation from Stokes law at
medium and high Reynolds numbers but disregards the
effect of particle relative M,

The third evaluated drag model is the relation provided
by Morsi and Alexander (Ref 40), which accounts for a
particle Mach number greater than 0.4, given by;

a3

an
CD:ﬂ]-i-R—é:p-i—ﬁ (E(.]]])
P
where the constants, given in Appendix A, apply for
smooth spherical particles over a wide range of Re,
number.

Particle Heat Transfer
In transient particle heating encountered in the CS process,
the Biot number (the ratio of external convective to internal

conductance resistance to heat transfer) is calculated for
spherical objects by (Ref 62);

@ Springer
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Br‘:"’(dp/ﬁ)/kp (Eq 12)
where & and k, are the average convective heat transfer
coefficient and the thermal conductivity of the particle
material, respectively. For Biot number values falling
below 0.1, the temperature within the particle can be
assumed uniform and the lumped capacitance method
(LCM) can be used for the heat transfer analysis, as it has
been done in some CS analyses (Ref 5. 57, 63-65). In the
current work, the particle diameter is 150 pm and the
particle (made of pure titanium) themmal conductivity only
varies between 17 and 193 W/mK for temperatures
between 27 and 727 °C (Ref 66). The approximate calcu-
lated average convective heat transfer coefficient using the
Nusselt number correlations presented and described fur-
ther in this section is in the order of 36 x 10° W/m’K.
This leads to a Biot number smaller than 0.1. As such, the
LCM is considered valid and the energy balance from the
first law of thermodynamics yields;

dTe =

mpCp—— = Asph (T; —Ty) (Eq 13)
where myp, Cy. Ag and T, are the particle mass. particle
specific heat, particle surface area and the recovery tem-
perature, respectively. The recovery temperature represents
the gas temperature in the boundary layer surrounding the
particle, which can be much higher than the free stream gas
temperature due to the viscous heat dissipation effects
when compressibility is not negligible (Ref 18, 57). The
recovery temperature, T,, is function of the particle Mach
number and is expressed as follows;

o |
=1 (1 + r’TM;;) (Eq 14)
where ris the recovery coefficient, close to 1 for gases (Ref
18). In the current study, as a laminar flow occurs at the
particle front due to a Rej, close to 2000, the recovery factor
is found to be expressed as (Ref 67, 68);

r:@:\( (”g ) (Eq 15)

Ky g

The difficulty in predicting the particle temperature in the
CS process resides in the uncertainty of evaluating the
convection coefficient of the high-speed flow swrounding
the particle. Commonly, / has been calculated using the
non-dimensional Nusselt number (Nw), which represents
the non-dimensional temperature gradient at the surface
and is expressed as;

@ Springer
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(Eq 16)
The gas thermal conductivity. k. is evaluated at the
recovery temperature. The gas thermal conductivity is
assumed to be only function of temperature and is given as
follows (Ref 62);

9y —5C, [MkpT,

fee 4 nd? N=

(Eq 17)

where N = 6.022 x 107 molecules/mole is the Avo-
gadro’s number, kg is the Boltzmann’s constant, kg =
1.381 x 1072 J/K, d is the gas molecule diameter, and M
is the molecular weight.

For forced flow over spherical particles, the Ranz and

Marshall correlation (Ref 69) is expressed as:

Nu=2+ D.ﬁReg'sPr”':ﬁ' (Eq 18)
where Pr is the Prandtl number and is defined as the ratio
of momentum diffusivity over thermal diffusivity. This
correlation has been extensively used in the CS field (Ref
18, 41, 60, 70-73). However, it is very general in nature as
it only expresses the effect of flow transition and separation
encountered in incompressible lows (Ref 62). For a more
accurate representation of particle heating experienced
during CS, parameters such as the high particle Reynolds
number (Ref 35). the boundary layer at the particle surface
(Ref 37) and the high Mach number (Ref 36) must be
considered in the calculation of the Nusselt number.
Compressibility and rarefaction effects at the particle sur-
face affect the flow boundary layer and consequently the
heating processes (Ref 74). A few studies of particle
traveling in the hot gas flow have used a correction factor
along with Eq 18 to account for gas temperature variations
in the boundary layer and the non-continuum effect. The
correction factor is expressed as follows (Ref 37, 75-77);

(Eq 19)

where C,, is the specific heat at constant pressure and the
subscripts g and w refer to the gas and particle surface,
respectively. The specific heat variation with temperature
relation is taken as (Ref 78);

C, = 39.060 — 5127907 +1072.70* — 820.400°
(Eq 20)

where ¢ = T(K)/100. The change in dynamic viscosity with
temperature is expressed using the Sutherland two constant
coefficients law given by
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C]Tf'%,-'z
=
T+ Cs

where C; and C; are 1.663 x 10 Skg;lfi'n s K" and
273.11 K, respectively. The density in the boundary layer
corresponds to the gas density evaluated at the film
temperature.

Other studies on CS§ particle temperature have included
the Mach number effect on heat transfer. Multiple modified
versions of the Nusselt expression given by Eg 18 exist,
which introduce the effect of compressibility, such as:

Nu =2+ 0.44Re)*PrF exp(0.1 4 0.872M,)  (Eq 22)

valid only for M, > 0.24 and when the gas temperature is
larger than Tp (Ref 5). Another more general correlation
that has been used in the CS field is expressed as (Ref
36, 57);

(Eq 21)

2+ 0.459Re0 53 P03

Nu = for M, =>1
3.42M, (2 + 0.459Re Pr"-”)
1
i RepPr
Nu =2 + 0.459Re}* Pr* % for 0<M,<
(Eq 23)

Free stream flow: \
V,: Flow velocity

W, Flow viscosity |
Py Flow density %
¥, Flow specific heat ratio
R.: Flow gas constant

T,: Flow temperature

M_: Flow Mach number

Pr: Prandtl number

C“: Gas specific heat

ky: Gas thermal conductivity

e
Boundary layer: \\
T,: Boundary recovery temperature
W, Boundary viscosity

P, Boundary density

k.: Boundary thermal conductivity
G, Specific heat of gas

Particle:

d,: Particle diameter
m,: Particle mass
Al Particle cross-sectional area
A, Particle surface area

Te: Particle uniform temperature
k,: Particle thermal conductivity
V. Particle velocity

C,.: Particle specific heat

Fig. 3 Ilustration of particle and surrounding flow characteristics
used to solve the particle heat transfer and motion analysis

where the gas thermal conductivity in the Prandt] number,
ky. is evaluated at the recovery temperature. These account
for inertial and rarefaction effects by including both the
continuum  and  transition region Nusselt number
expressions.

Figure 3 summarizes the characteristics of the far-field
flow, boundary layer and particle in reference to the pre-
sented equations. While multiple Nusselt number cormrela-
tions have been used in CS for particle heat transfer
description, lack of a more general correlation to account
for all flow phenomena concurrently occurring at the par-
ticle surface is still missing. Moreover, as opposed to the
case of the drag coefficient, it is yet to be determined if the
accuracy of any of the available correlations is acceptable.
The procedure described hereafter aims at evaluating these
correlations using experimental validation for the CS
process.

Experimental Setup
Powder Material

The feedstock powder used in the current study was a
commercially pure gas atomized titanium powder with a 45
to 150 pym size (CP Ti Grade 1. Crucible Research, PA,
USA). As the original powder exhibits a wide particle size
range, the powder has been sieved to collect only particles
in the range of 125 to 150 pm. Figure 4 shows the scanning
electron microscope (SEM) images of the resulting sieved
powder feedstock material, which displays a diameter size
of 150 + 22pum in average with small satellites attached at
the particle surface. Due to the manufacturing process, the
powder exhibits a spherical shape.

The selected particle diameter in this study has been
chosen primarily to facilitate individual particle tracking
during temperature readings. It is expected that larger
particles with higher mass will travel at lower velocities
in the flow (Ref 73) allowing ease of detection by the
camera sensor. Studies have evaluated that the particle
diameter has an effect on particle temperature and
velocity, which consequently affects the coating quality
(Ref 19, 79, 80). However, as the current study is not
pursuing optimal coating deposition efficiencies or coat-
ing characteristics, decrease in particle velocity is of no
concern but is rather sought. Additionally. despite having
larger particle diameter than the typically sprayed powder
size in CS applications (~ 1 to 100um (Ref 57, 79-81)).,
the flow physics and analysis procedure remain the same
as the one presented in “Background” section as the
particle diameter influence on the particle/gas interaction
is scaled through the non-dimensional factors such as My,
Rey and K.
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Fig. 4 (a) Sieved spherical
titanium powder with final
uniform diameter of 150 um
and (b) arrows pointing to
satellites

Table 1 Cold spray parameters

Parameters Test | Test 2 Test 3
Gas temperature, °C 200 400 500
Gas pressure, MPa 0.69 0.69 .69

Cold Spray Details

The cold spraying process was performed with the com-
mercially available EP Series SST Cold Spray System
(Centerline (Windsor) Ltd., Windsor, Ontario, Canada).
The system runs using a 15-kW heater that can provide a
maximum temperature of 650 °C and a maximum operat-
ing pressure of 3.45 MPa. A de Laval steel nozzle with a
throat diameter of 2 mm and a divergent section length and
exit diameter of 120 mm and 6.6 mm, respectively, was
used for the current work. The sieved feedstock powder
was fed using a commercially available AT-1200HP
powder feeder (Thermach Inc., Appleton, WI, USA). The
powder [eed rate used was limited between 5 g/min to 8 g/
min, to reduce the interaction between particles in the How
and facilitate individual particle tracking. All tests were
performed without the presence of a substrate. Table 1
presents the stagnation pressures and temperatures for
which the particles in-flight temperatures were measured.
Nitrogen has been used as the propellant gas for all tests.

To ensure proper particle detection and temperature
visualization during the single frame exposure time dura-
tion, the particle velocity was reduced to an appropriate
level while maintaining high gas temperature to maximize
particle heating. To reduce gas exit speed and consequently
decrease particle velocity while maintaining a high stag-
nation temperature and supersonic conditions in part of the
nozzle flow, the stagnation pressure was lowered down to
0.69 MPa. As a result, nozzle internal shockwaves are
expected to occur. allowing the Mach number and gas
velocity to decrease and the temperature to increase prior
to the exit (Ref 13). This ensures that the testing conditions
encompass as many flow regimes as possible to evaluate
the correlations performance throughout these regimes.
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Stagnation temperature was varied, as shown in Table 1. to
obtain particle temperature difference with inlet operating
gas temperature. As stated previously, these CS parameters
are expected to generate low titanium coating quality as

they are far from being optimal for coating production (Ref
4). However, the current study focuses on understanding
heat transfer fundamentals at the particle level and
obtaining particle temperature readings for model valida-
tion, which requires the chosen low spray parameters.
Increasing the spray parameters to optimal values would
not alter the heat transfer and momentum processes:
therefore, the approach of the current study remains valid
to the general CS deposition window.

Infrared Camera Setup

In order to measure the in-flight particle temperature as it
travels in the flow outside the nozzle, a FAST M2 k high-
speed camera has been used (FAST M2 k, Telops, QC,
CA). The camera is equipped with an indium antimonide
(InSb) MW detector and a narrowband cooled filter. A real-
time temperature calibration (RTTC) technique is used as a
calibration method. The approach is based on the detected
characteristic fluxes (DL/ps units) instead of the in-band
radiance or observation of the variation in digital levels and
blackbody comparisons used in common calibration tech-
niques (Ref 82). The main advantage of the current cali-
bration method is that it allows taking the integration time
implicitly into account, which reduces the quantity of
calibration data needed to be stored and acquired. Indeed.
with traditional calibration methods, the radiometric char-
acterization is applied using high-accuracy blackbodies
over a range of temperature of interest and for all required
exposure times, while in the current case, the fluxes rep-
resent the sensitivity of the camera readings with respect to
the used exposure time. When applying this calibration
method, the counts are first converted mathematically into
fluxes, which consists of subtracting any count offsets
related to circuitry readout present even at zero scene
radiance and dividing by the exposure time. The RTTC
method can also be applied to nonlinearly increasing
detector-counts with integration time by proper modeling
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Fig. 5 Cold spray of titanium
particles and infrared imaging
processes setup for particle
surface temperature readings.
The camera is positioned to
frame both the nozzle exit area
and in-flight particles

and parameterization. After the conversion to fluxes, all
pixels are made equivalent by applying a pixel-wise offset
and gain coefficients, which creates a single fux versus
temperature relationship to be used for all pixels and all
integration times. Hence, this calibration technique is also
capable of adjusting to dynamically meodified exposure
times. The equations used to describe the instrument
response, the radiometric gain and offset coefficients and
the residual error can be found in the literature (Ref 82).
Moreover. details on the steps required to implement the
described calibration method are also provided in the study
conducted by Tremblay et al. (Ref 82) and as such details
are omitted here for conciseness.

The experimental setup and details are illustrated in
Fig. 5. The camera has a5 ps exposure time. which relates
to the integration period used to capture a single frame of
data. Its resolution was set to 320 x 16 window with pixel
size of 55.6 pm, which are non-optimal but still appropri-
ate to capture and observe the microscale particles in-flight
characteristics used in the current study. An acquisition rate
of 24,000 frames per second was used to obtain sequences
of the spray, which allowed capturing the thermal signature
of fast moving particles. The working distance between the
far end lens and the gas flow target, set at the center of the
flow, was fixed to 140 mm to ensure proper analysis optical
window size and resolution. The depth of field at the
studied position was of 1 mm. The measurements obtained
provide information about the particle mean surface tem-
perature. The particle temperature in the gas flow was
measured from the nozzle exit up to a standoff distance of

approximately 11 mm. A statistical distribution of

High speed infrared camera

Powder inlet

High pressure, high
temperature flow

High speed titanium
particles g=150pum _

== ‘,—\/—\ o
Infrared energy

=11 mm

i
L imm depthof focus

ME} mm

temperature with respect to traveling distance was thus
obtained. The IR camera provides a precision of & 1 °C on
temperature readings, which has been validated using a
blackbody with a corresponding known emissivity of 0.99.

Individual particle in-flight velocity was also measured
in the same range of distance from the nozzle exit. The
velocity was obtained by means of two separate methods
using the recorded IR camera imaging sequences. The first
approach consisted of dividing the corresponding particle
streak length by the exposure time as similarly accom-
plished in particle streak velocimetry (PSV) (Ref 83). The
streak length is created by the frame superimposition on the
image processor caused by particle movement within a
single frame of time equal to the exposure time. In the
current study, due to the limited powder feed rate, accurate
streak lengths were obtained as particle streak overlapping
was avoided. The second approach uses the particle posi-
tion in sequential frames and the time between the corre-
sponding frames to identify the resulting velocities, as
analogously performed in particle tracking velocimetry
(PTV) (Ref 83). Proper identification and tracking of the
same particle need to be ensured between sequential frames
in order to obtain the correct characteristic velocity. In the
current study. only particles traveling straight within the
flow were analyzed as their trajectory could easily be
tracked, seen and predicted between frames.

Principles of Temperature Measurements

The radiation energy depends on the analyzed signal
wavelength  and the object temperature. The
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electromagnetic radiation emitted by the particle, £, at a
specific wavelength A and temperature T, can be expressed
using Planck’s law;

Cs

Ep(A,T) = E‘Jﬁ (Eq 24)

2
e — 1

where C3 and Cy are the first and second radiation con-
stants, respectively. given by;

C3 = 2mhe® = 3.741771 x 107" Wm®
7 ) 25
Cy="5 = 1438775 x 10 2 mK (Ha2)
kg
where ¢ is the velocity of light, /1 is Planck’s constant, T is
the particle temperature and kg is the Boltzmann constant.
The term &;p is the hemispherical spectral emissivity
defined as;

Ep(4,T)
Euw(4,T)

ear = (Eq 26)
where Ej (4, 7) is the spectral emissive power of a
blackbody at the evaluated wavelength and temperature.
Moreover, since the used IR camera operates in a specific
wavelength range of 4, =3 and 4, = 5 pum, the mean
radiance emitted by the particles between the given
wavelength band is;
1

42
Eyiean = mf E};}(A\ T)d)

41

(Eq 27)

Subsequently, as the radiance is continuous with wave-
length and according to the intermediate theorem (Ref 84),
the emitted energy can be expressed as:

Eyean = E;{ =8rara ~

i ;{5(9;_ —l)

where / is between 3 and 5 L,
The total infrared radiation, W, captured by the IR

camera comes from multiple sources, which include the

emitted and reflected energy by in-flight particles as

follows:

Wior = Ep +E+E

(Eq 28)

2| 0

Y

(Eq 29)

where Ep is the emitted infrared radiation by the particle,
E, is the emission of the surroundings that is reflected by
the particle, and E, is the emitted infrared energy by the
atmosphere. The detected energy is integrated over Ar and
at the wavelength band, A typical of the used sensor. In the
MWIR spectral region, the atmospheric transmittance is of
approximately 90% (Ref 85). which indicates a low
absorptivity of incident radiation by the air particles, The
diatomic nitrogen molecules are also transparent to the
radiation (Ref 86). As a result, a higher radiation emission
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is seen by the camera sensor from the analyzed object.
Hence, the emission from the supersonic nitrogen flow at
the nozzle exit, in which the particles are submerged, is
also assumed to be transparent as the absorption is almost
null at the CS working temperatures (Ref 87). Moreover,
Eq 29 can be rewritten as;

Wior = Ep“.ﬂE: + (1 — ep)agEreg + (1 - “g)E: (Eq 30)

where o, is the surrounding gas transmittance, &, is the
particle emissivity, E['f is the radiation emitted by a
blackbody at the particle temperature, T, Er'if is the
blackbody emitted energy at the atmospheric temperature,
and E: corresponds to the radiation emitted from a
blackbody at the surrounding temperature, T,. These terms
are also shown in Fig. 6 for the setup of the current study.
For sake of clarity and simplicity. Eq 30 is presented such
that it disregards the dependence from T and A although
these have been taken into account. In addition, if the
particles are treated as opaque gray bodies, their reflectivity
is given by p, = (1—&). In summary, in Eq 30, the term
apxgE: expresses the emission from the particle captured
by the IR camera detector, (1 — Ep)ngﬁf is the reflected
emission by the particle surface from sources surrounding
the particle for [] = !;p_) being the particle surface reflec-
tivity, and finally (I =5 9(3)55 represents the emission from
the atmosphere with (1 — o, ) representing the atmospheric
emissivity. As noted earlier, since the atmospheric trans-
mittance, o, is approximately 90%. the EE has very little
influence on the particle temperature measurement and as a
result the entire atmospheric emission has been disregarded
in the analysis. Consequently, combining Eq 28 and 30, a
semi-empirical Planck’s law adaptation with parameters R,
B and F can be found to express the detected signal by the
IR camera as follows (Ref 84, 88, 89);

R R
Wiot = &5 -

ORI
(Eq 31)

where R is function of the integration time and wavelength
band, B is function of wavelength only and F is positive
with a value close to 1.

Experimental Limitations

Based on the previous discussion on experimental setup
and principles of particle temperature measurements, there
are several fundamental limitations to successful particle
temperature readings using the current high-speed IR
camera. If the same optical window size and resolution are
kept. a minimum powder size of 150 pm in diameter must
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be used to generate 3 pixels per particle and thus obtain a
suitable surface temperature average. The current achiev-
able acquisition rate limits a 150-pm particle velocity to
about 225 m/s to ensure proper particle visualization
between two consecutive frames. This maximal velocity
value also includes the streak lengths that would be
obtained during a 5 ps exposure time. Consequently, the
CS parameters need to be adjusted to ensure such particle
exit maximal velocity. Additionally, this analysis is easiest
for spherical particles; however, if irregular particles are to
be used. the irregularities must be larger than a pixel size to
be visible. In terms of particle material, the limitations are
mostly based on material/surface emissivity that must
allow detection by the thermal camera sensor in the 3 to
5 pm wavelength range.

Particle Emissiviry

The emissivity of pure titanium powder analyzed in the
current study has been set tothe absorptance, A, measured by
Tolochko et al. for the same powder material and size (Ref
90-92). If itis assumed that all surrounding sources enclosing
the analyzed particles are at the same temperature, T,... then
based on Kirchhoff’s law, the emissivity and absorptivity of

the particles are equal in magnitude at any given temperature
and wavelength (Ref 62). The absorptance is defined as the
ratio of absorbed to incident radiation. Hence, Tolochkoet al.
have measured the absorptance of pure titanium powder to be
0.77 at a wavelength of 1.06 pm and decreasesto 0.59 at a
wavelength of 10.6 pm. A reasonable number of studies
have measured the spectral emissivity of pure titanium
material and oxidized titanium (Ref 93-98). All measured
values of spectral emissivity show a slow decrease with
increasing wavelength, in accordance with Tolochko et al.
work, and a gradual increase with rising temperature, which
is generally the rule by which metal emissivity abides (Ref
62, 99). As a linear trend is generally observed for pure
titanium emissivity with wavelength up to 10.6 um, an
emissivity of (.71 is calculated appropriate for the current
study given the analyzed MWIR range and based on emis-
sivity boundary values evaluated by Tolochko et al. (Ref
93, 98). In spite of the importance of powder emissivity
value, the temperature measurement uncertainty due to
powder emissivity value is decreased when the analyzed
emitted radiation is reduced to shorter wavelengths (Ref
100). Consequently. any small deviation of emissivity from
the chosen value in the current study is expected to result in
minimal measured temperature variation.
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Cold Spray Meter Setup

The in-flight particle velocity at a standoff distance of
5 mm from the nozzle exit, without the presence of a
substrate, has also been measured using a Cold Spray
Meter (CSM) eVolution (Tecnar Automation Ltd., St-
Bruno, Canada). This technique is widely accepted and
used for the measurement of particle velocity of various
types and sizes (Ref 3, 25). A continuous laser with an
810 nm wavelength illuminates the particles during their
flight, A dual-slit photomask captures the diffracted light
from each individual particle as they pass in front the
sensor. The signature intensity of diffracted light from each
particle is first amplified and filtered before being sent to an
internal interpreting system. Subsequently, the velocity of
particles is calculated internally by using the traveling
distance and time interval between the two mask slits. The
device is designed to output particle velocities ranging
between 10 to 1200 m/s for particle diameters in the range
of 5 to 300 pum. This measuring process has been operated
for spray parameters used in Test 1 and Test 3 as they
represent the lowest and highest spray parameters,
respectively, as shown in Table 1. Consequently, obtained
velocity results have been compared to those calculated
using the infrared imaging techniques to verify the cor-
rectness of particle identification in the latter process and
its accuracy. Moreover, the comparison is used to provide
possible additional means of measuring particle velocity in
CS processes.

CFD Details
Computational Domain

The commercially available Computational Fluid Dynamic
(CFD) package ANSYS Fluent 18 software was used to
model the gas and particle flow inside and outside the
nozzle. A two-dimensional, axisymmetric model was used
due to the symmetrical characteristic of the flow, and
particles were injected at the symmetry line. Figure 7
shows the full assembly, which includes the nozzle with a

St iti hamb
Smm Ao eAmuer » Particle injection
!

Throat
T

5.25mm

Steel divergent section/nozzle

throat diameter of 2 mm, an exit diameter of 6.6 mm and a
conically diverging length of 120 mm. The boundary
conditions used in the current study are summarized in
Table 2.

Domain Meshing

The computational domain of the 2D axisymmetric nozzle
shown in Fig. 7 has been meshed using ANSYS WB
Meshing Tool. The domain has been discretized into sep-
arate grids, and edge sizing was used to simplify the con-
trol of the meshing process. A structured quadrilateral non-
uniform mesh was used, as shown in Fig. 8, as it provides a
larger convergence capability. A biased 1.2 growth rate
was used on vertical edges to provide higher precision and
resolution near the walls.

The selected grid meshing consists of 486,275 elements
with mesh quality of minimal orthogonal quality equal to
0.7 and maximum aspect ratio of 30. The grid density
allows good accuracy in regions of complex flow phe-
nomenon. The solution is iterated until convergence is
reached by demonstrating first a decrease in residuals by at
least three orders of magnitude and then by ensuring that
the net mass and energy imbalances are below 0.01%.

Governing Equations

Gas Flow

The Navier—Stokes equations for compressible flows have
been used to solve the gas stream motion. Mass. momen-

tum and energy conservation have been used as governing
equations as follows:

dp O
R (pu;) =0 (Eq 32)
d d a . 0w O
E(pu,—) +a (puin;) = ﬁ_‘g [—PO,—,— + ;t(atj +9—1,)j|
+ Sm
(Eq 33)
S0mm

. 7
@ 9mm @2 4mm 120mm & 6.8mm Atmaspheric exit
2 20mm @ 30mm

Fig. 7 Computational domain dimensions. The stagnation chamber, converging section and throat are magnified for clarity. Particle downstream
injection location on the x-axis is provided in orange, and upstream injection is shown at a (0.0) position in green (Color figure online)
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Table 2 Boundary conditions

Location P v F i
Nozzle inlet Specified stagnation % =0 Specified stagnation
Swrrounding atmosphere Ambient condition =0 =0
. ap_ ar _
Nozzle walls a,(J 0 H,(j
3 i i gr._ v __ i o
Symmetrical axis -y =0 =0
Fig. 8§ Domain meshing details Inlet Atmospheric exit «—
A
/
Throat

d ar
ox;

0
(pCpT) + = (pu;CpT) = = (A. ) +8r  (Eq34)
] ]

S

gl

where. t, P, Cp. u;. . Sy and St are the time, gas static
pressure, specific heat at constant pressure, gas velocity
components, dynamic viscosity, additional source terms in
momentum and energy equation, respectively. The addi-
tional terms (Swm and St) have been neglected since low
powder feed rates have been used. These terms are disre-
garded for high Stokes number. St, and low momentum
interaction parameter I1,,, (Ref 39). In the current study,
given the low particle flow rate, in which the injected
particles represent only a minor volume fraction within the
nitrogen medium,. it is reasonable to assume lack of parti-
cle—particle interaction. Hence, the particle phase has been
simulated through a Lagrangian process as an inert point in
space. Similarly, the gas phase momentum is not affected
by the presence of particles due to the very small particle
loading encountered in the curent study and commonly in
general CS applications. A pressure-based solver with a
Green-Gauss node-based gradient method has been used to
simulate the nitrogen flow. In addition, a second-order
accuracy spatial discretization was used to model the
pressure while a QUICK scheme has been set to solve the
density and momentum equations.

Gas Properties Hypotheses

To account for compressibility effects, the ideal gas law is
used. The compressibility factor of nitrogen for pressures
and temperatures up to 10 MPa and 627 °C, respectively.

Outlet

Divergent section

exhibit only a deviation of less than 4%, which supports the
use of the ideal gas assumption (Ref 78). A two-coefficient
temperature-dependent Sutherland law is used to account
for viscosity variation with temperature. which has been
demonstrated to be important in high-speed compressible
flows (Ref 46, 63).

Turbulence Model

Due to the high velocity of the supersonic flow. inertia
forces are expected to dominate the viscous dissipation
effects, which would lead to a high resulting Reynolds
number. As a consequence, the How was assumed to be
turbulent. Most turbulence models used to simulate the gas
flow in the CS process are based on the closure of the
Reynolds Averaged Navier-Stokes (RANS) equations.
Models such as the standard k-& (Ref 24, 57), the RNG k-&
(Ref 13, 45, 58), the realizable k- (Ref 25), the RSM, the
SST k (Ref 22), the Spalart-Allmaras (Ref 14), the com-
pressibility modified k-& (Ref 44), the themmally modified k-
£ (Ref 41, 101) and the multi-phase modified k-¢ (Ref 102)
have been used in the simulation of the CS process. In the
current study. the RNG k-¢ model has been chosen, as it has
proven to significantly improve accuracy and precision in
calculating the flow structure (Ref 18).

Discrete Phase Coupling
The titanium particle phase was injected in the nozzle

domain near the throat section, as illustrated in Fig. 7.
parallel to the CS flow stream. The forces and heat transfer
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Table 3 Simulated phases properties

Titanium particle (&0 = 150 pm)

Copper particle (&2 = 15 pm)

Property Nitrogen flow
CS parameters N/A

Injection location N/A

Density. kg,‘mj Ideal gas
Specific heat capacity, J/kg K 1040.67
Thermal conductivity. W/mK 0.0242
Viscosity, kg/ms Sutherland law
Initial velocity, m/s 1N ]

Initial temperature, °C 25

0.60 MPa, 3.45 MPa, 650 °C

200 °C/400 “C/500 °C

Downstream Downstream and upstream
4850 8978

544.25 381

18 387.6

NIA N/A

0 0

25 25

from the continuum applied to the particle surface were
calculated using Newton’s balance equation and the
lumped capacitance method as described in “Background™
section. The drag coefficients expressed using Eq 10 and
11 have been selected within the Fluent software interface.
However, the drag equation described using Eq 6 to 9 has
been separately programmed using C language through
Visual Studio, subsequently compiled in Fluent solver and
attached as a user-defined function. Similarly. the entire
heat transfer analysis, described by Eq 12 up to Eq 23, has
been written in C programming language and dynamically
loaded as a build in user-defined function. Table 3 presents
the material properties used to simulate the experimentally
conducted downstream injection spray of the titanium
particles. A one-way coupled Lagrangian approach was
chosen to solve the particle-related equations based on the
local gas properties.

In addition to the titanium particle downstream injection
model, two additional simulations have been performed.
Both have been conducted using regular spray parameters
consisting of high inlet stagnation pressure and temperature
of 3.45 MPa and 650 °C as well as common powder par-
ticle size and material used in the CS community to obtain
proper particle deposition. The injection of a single 15 pm
copper particle was first made downstream, at the location
illustrated in Fig. 7, and the second simulation was con-
ducted for upstream injection at the domain inlet. The
copper particle material and size have been selected as they
are most widely used in the CS field. The material prop-
erties for all simulations as well as details of spray
parameters and powder injection location are given in
Table 3. The copper particle velocity has been simulated
using all three presented drag coefficients using Eq 6 to 9,
Eq 10 and 11. Similarly, to obtain in-flight particle
resulting temperature, all four Nusselt expressions have
been tested (Eq 18, 19, 22 and 23).

The main purpose of the high spray parameters simu-
lations is to evaluate the temperature error caused if less
accurate comelations are used for a high deposition CS
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parameter process. Although the correct and most accurate
correlations have already been found with the conducted
tests using large titanium particles, the significance of the
error encountered during high deposition spray parameters
is of upmost relevance for a wide range of applications and
thus its evaluation is crucial.

Results and Discussion
CFD General Flow

Figure 9 shows the gas temperature and velocity contours
in the converging/diverging nozzle and nozzle exit vicinity
section for stagnation temperature conditions presented in
Table |. When the inlet stagnation temperature is 200 °C,
the maximal gas temperature and velocity reached within
the diverging nozzle section correspond to 187 °C and
827 m/s, respectively. The lowest temperature of — 129 °C
is reached 0.0285 m after the throat in the supersonic
region at a flow Mach number of 3.33. For the case of an
inlet stagnation temperature of 400 °C, the maximal tem-
perature and velocity of the gas in the diverging section are
377 °C and 985 m/s, respectively. At 0.0285 m, the tem-
perature reaches only — 66 °C at a region with a Mach
number of 3.37. Similarly, for the case of a 500 °C inlet
temperature, the gas reaches 477 °C and 1060 m/s in the
diverging section of the nozzle. The lowest temperature
after the throat reaches — 35 °C at a flow Mach number of
3.36.

The model also predicts the occurrence of a shock train
initiated approximately 70.75 mm from the powder inlet
location. Once the flow is at M = 2.5, the acceleration
process is suddenly interrupted. As the pressure ratio is
much lower than the pressure ratio for which the nozzle is
designed, a shock wave is induced (with reflections also
being generated) to reach and recover the ambient pressure
at the nozzle exit. This occurrence is the main advantage of
utilizing low inlet stagnation pressure as it forces particles
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Fig. 9 2D axisymmetric model -129 66 -1
of nitrogen flow velocity

(bottom) and temperature (top)

contours in the

diverging/converging section

and atmospheric outlet for an

inlet pressure of 0.69 MPa and

gas stagnation temperature of

() 200 °C, (b) 400 °C and ()
(c) 500 °C

-

62 126 190 254 317

Stainless steel nozzle
walls

Nozzle exit

In flight particle

Analyzed region

Fig. 10 Large IR camera view of the entire nozzle and in-flight
particles exiting during spray showing the testing setup. For particle
velocity and temperature measurements, the IR camera has been set to
only view and analyze the region delineated by the rectangle

to heat up and slow down prior to the exit, which is crucial
for the cument study to cover all complex flow regimes
encountered in CS.

Particle Velocity

Experimental Measurements

Figure 10 gives details of the analyzed region for particle

temperature and velocity measurements. The shown zone
has been taken with an exposure time of 50 ps, in which

two particles are seen to exit the nozzle. The IR camera
view for subsequent particle characteristics measurements
(temperature and velocity) is delineated by the rectangular
shape. As mentioned previously, during particle velocity
and temperature readings, a section of the nozzle and the
exit particle laden flow are both seen by the IR sensor.

The individual particle velocity measurement procedure
using the particle visualization across two subsequent
frames in the analyzed region, at different stagnation
temperatures, is shown in Figure 11. The analyzed region
is 17.74 mm by 0.83 mm, which includes 6.62 mm of
nozzle length and 11.12 mm of nitrogen particle laden flow
length outside the nozzle, as depicted also in Figure 10.
Particle shape and position are easily discernable and
position readings have been made either at the particle rear
end or front surface. The time interval between two suc-
cessive frames corresponds to 41.5 ps.

Results indicate particle velocity of 175 4 28,
179 £ 17 and 194 & 16 m/s for gas stagnation tempera-
tures of 200, 400 and 500 °C, respectively. As seen, the
measurements have been taken for particles without or
slight trajectory deviations in the flow, which renders the
particle velocity readings between subsequent frames
possible and accurate. Moreover, the obtained images
confirm low particle feeding rate required to have low
particle loading effect on the gas flow. A low particle
density in the flow along with short duration time between
two images is needed for this method to accurately provide
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Fig. 11 Particle velocity
measurement using the PTV
procedure between two
consecutive frames for
stagnation gas temperature of
(a) 200 °C, (b) 400 °C and

(c) 500 °C. Results indicate a
velocity of (a) 172 m/s,

(b) 176 m/s and (c) 184 m/s for
the illustrated particles. A scale
is provided at the top left corner

Fig. 12 Particle velocity
measurement using the PSV
procedure obtained under a 5 ps
exposure time for stagnation gas
temperature of (a) 200 °C,

(b) 400 °C and (c) 500 °C.
Results indicate a velocity of
(a) 160 nvs, (b) 180 m/s and
(c) 182 nvs for the illustrated
particles. A particle diameter of
150 pm was assumed. The pixel
size and resulting error that can
occur in measurement due to the
pixel resolution is also
illustrated in (a)

velocity measurements. Results show that the large tita-
nium particles reach higher kinetic energy at higher stag-
nation temperatures, which is in accordance with gas
dynamic principles.

Figure 12 shows the results of particle velocity mea-
surement through streak analysis. In contrast to the PTV
method, the PSV is capable of providing velocity data as a
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function of distance from nozzle exit as the streak length is
measured locally. Results indicate a velocity of 153 &+ 27,
169 & 26 and 183 £ 47 m/s for gas stagnation tempera-
tures of 200, 400 and 500 °C, respectively. Additionally,
measurements show that the velocity within a distance of
approximately 11 mm from the nozzle exit is kept constant
across the spray plume for all three tested stagnation
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temperatures. A particle diameter of 150 pm was used for
the calculations, which can lead to minor deviations in PSV
measurements as the actual diameter might slightly differ
from the average. Moreover, increased particle blurriness
based on the particle pixel definition can also lead to small
EITOTS.

The particle velocities measured through the CSM, the
PTV and PSV method using the IR camera, from the nozzle
exit up to 11 mm downstream, are compared in Fig. 13 for
the cases of stagnation temperatures of 200 and 500 °C.
The results are represented using a box and whisker plot. A
large range in velocities is observed for results obtained
using the CSM. which is mainly associated with the
broadness of the analyzed region. Slower particles found at
the flow boundaries and smaller faster particles located in
the center of the stream are both detected by the CSM
while they are outside of the IR scope and its associated
depth of focus. Although results obtained using the CSM
show a large scatter, the median correlated with the aver-
age size particle velocities is compared with the PTV and
PSV methods for future correlations with CFD results. At a
gas stagnation of 200 °C, the particle average velocity is
measured to be 183 & 32, 164 % 24 and 153 &+ 27 m/s
when measured using the CSM, IR PTV and IR PSV
methods, respectively. At 500 °C. the average reaches
195 + 54, 177 £ 17 and 169 £ 31 m/s under the analysis
using the CSM. IR PTV and IR PSV, respectively.

Particle speeds obtained through the PSV method at
both stagnation temperatures show the largest decline in
median values when compared to the velocities obtained

Fig. 13 Comparison between 400
particle velocity measurements ]
obtained using the IR camera

and the CSM at stagnation 350
temperatures of 200 and 500 *C. 1
Median values for all three tests
are provided directly on the
graph

8

m
3

using the CSM and PTV technique. An approximate dif-
ference of 36 and 23 m/s occurs between the average for
particles traveling in a gas of 200 and 500 °C stagnation
temperatures, respectively. All three techniques include an
uncertainty related to the measurement process principle
they use. Both the CSM and PTV methods rely on the
measurement of particle distance traveled within the flow
under a specific time. Consequently, both methods include,
although being very small, intrinsic errors associated with
particle path deviation. The CSM includes a pattern
recognition analysis that allows only particles that deviate
from their traveling path by an angle less than 10° to be
properly detected, which provides increased particle
velocity measurement accuracy. Similarly, due to the
visual aspect of the PTV velocity evaluation process, par-
ticle with perceivable angular position can be eliminated
from the analysis. In addition, the PTV process includes
some uncertainty arising from the difficulty of assuring that
the same particle is being tracked between subsequent
measuring steps, which could also be an existing prob-
lematic for the CSM. For the PSV process, as stated pre-
viously. errors associated with any deviation from the used
average particle diameter size leads to measurement inac-
curacies. As reported in Fig. 12, a single square pixel has a
size of 0.0556 mm, which would lead to a particle diameter
precision of + 27.5 pm. Additionally, the velocity preci-
sion obtained through the PSV method is also highly
dependent on the IR camera pixel resolution, as illustrated
in Fig. 12, which would result in a wvelocity precision
of £ 5.5 m/s.

[ ]

Iy
E
z
B [ ]
3
- 184m/s 1same
:g 169m/s 170mfs S
& 150 - 48iiifs .

100

50

o
CSM- 200°C IR/PSV- 200°C IR/PTV-200°C CSM- 500°C IRJPSV- 500°C IR/PTV-500°C

@ Springer

129



A. Nastic

Chapter 5- Research Projects Results

1508

J Therm Spray Tech (2018) 27:1491-1517

Fig. 14 Drag coefficient
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Numerical Results

The momentum transfer from the CS nitrogen flow to the
titanium particles is dependent on the drag coefficient, as
described previously. Figure 14 gives the simulated parti-
cle velocity from the injection point up to the end of the
numerical domain boundary at 0.20 m for three different
drag coefficients at stagnation temperatures of 200 and
500 °C. Experimental results obtained using all three par-
ticle velocity measurement procedures have been used to
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validate the drag coefficient relation for the current flow
simulation and consequently the CFD model description.
The drag described by Schiller and Naumann (Eq 10).
which is already implemented in the Fluent interface, leads
to the lowest particle velocity. The model is derived from
experimental data and provides means of calculating par-
ticle velocity for Re, number ranging between 107 and
10*, However, it lacks to include the influence of the par-
ticle M, and as a consequence the velocities obtained are
107 and 115 m/s for tests conducted using a stagnation
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Fig. 15 Particle temperature
measurement after the nozzle
exit during CS at a stagnation
temperature of (a) 200 °C,

(b) 400 °C and (c) 500 °C.
Individual particle location and
temperature within the gas flow
at the nozzle exit are provided

(a)
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temperature of 200 and 500 °C, respectively. The second
tested Cp, correlation is also included in Fluent and is based
on the correlation given by Morsi and Alexander that
integrates a correction factor to account for a M|, greater
than 0.4 (Eq 11). The obtained velocities are much higher
than the ones resulting from the Schiller and Naumann and
as a result are much closer to the experimental values. For
gas stagnation of 200 and 500 °C, the simulated resulting
velocities are 141 and 173 m/s, respectively. The last
correlation given by Henderson, which is presented in
detail in “Particle Motion™ section, has been implemented
separately through a user-defined function (UDF). Values
attained are similar to results obtained with the drag
coefficient correlation developed by Morsi and Alexander.
Simulated particle velocity values reach 145 and 176 m/s
for inlet gas temperature of 200 and 500 °C, respectively.
Both correlations that include the influence of the relative
Mach number provide an acceptable particle speed value
when compared to experimental results. Consequently, the
necessity to use a Cp coupled with the M, values is of
upmost importance. Additionally, based on results pre-
sented in Fig. 14, the PSV method seems to provide the
most accurate and precise particle velocity reading. The

large data deviation in the CSM particle velocity results
lowers its precision and consequently prohibits any direct
comparison to be made with the CFD calculated values
since a velocity value for a single particle diameter is
sought in the current study.

Furthermore, the particle velocity stays constant
throughout its travel in the CS plume although the gas
reaches speed values below particle velocity. The higher
mass and consequently larger inertia of the titanium par-
ticles used in the cumrent study hinder rapid particle
deceleration although the gas velocity reaches values as
low as 75 m/s for both tested gas stagnation temperatures
at a position of 0.18 m.

Particle Temperature

Experimental Measurements Analysis and Effect of Nozzle
Reflected Temperature

During particle temperature measurements, few particles
have been simultaneously observed in a single frame due to
the low selected feeding rate, as shown in Fig. 15. For all
cases, the highest recorded particle temperature is measured
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Fig. 16 For gas stagnation temperatures of 500 °C (a, b), 400 °C (c,
d) and 200 °C (e, f}, the particle simulated and measured temperatures
after the nozzle exit are provided. Dotted lines indicate the region
analyzed using the IR camera. Plots on the left (a, c, and ¢) show the
general trend of simulated particle temperature atter ijection

near the nozzle exit with approximate values of 44, 77 and
99 °C for gas stagnation temperatures of 200, 400 and
500 °C, respectively. These temperatures are decreasing
until reaching a constant value inthe observation zone after a
distance that is function of the stagnation temperature, as
shown in Fig. 15. These constant temperature values reach
32,39and 45 °C at a gas stagnation temperature of 200, 400

@ Springer

calculated using all four MNusselt equations. Plots on the right (b, d
and f) provide a comparison between simulated and measured particle
temperature in the zone analyzed by the IR camera (within the dotted
region). The excluded measurements affected by the nozzle reflected
temperature are highlighted in yellow (Color figure online)

and 500 °C, respectively. The measured decreasing particle
temperature trend is physically impossible as the simulated
gas temperature remains ata constant and higher temperature
than the particle surface throughout the experimentally vis-
ible section, as shown in Fig. 9.

To explain the decreasing particle temperature process
from the exit to the near nozzle exit region of the zone
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observed using the IR camera, the concept of reflected
temperature is used, The notion of reflected temperature is
based on the effect of steel nozzle wall temperature onto
the particle reflected energy. The closer the particle is to
the exit, the higher is the effect of reflection from the
nozzle. However, due to the CS process nature, i.e., high-
speed and high-temperature exit gas fow and particle
surface size, the measurement of reflected temperature
from the nozzle onto the particle surface is particularly
difficult to measure. Hence, in the current study, this
measurement has been omitted and particle temperature
readings obtained far from the nozzle exit have been taken
as representative and accurate of the particle current tem-
perature. In accordance with Eq 31, particles found near
the nozzle exit experience a high T, value, which
increases the signal detected by the IR camera from the in-
fight particles. As stated, since the reflected temperature
value is hard to measure, the true particle temperature, T,
is consequently hard to evaluate. However, it is expected
that particles found far enough from the nozzle exit expe-
rience a room temperature Tp.q, making it possible to obtain
a reading of particle temperature, T, value with higher
precision. As a result, temperatures measured for particles
found far from the nozzle exit are considered to be repre-
sentative of the true particle temperature.

Verification of Nusselt Number

Figure 16 provides a summary of the obtained simulated
particle temperature using all four tested Nusselt correla-
tions in comparison with measured temperatures obtained
in the zone observed using the IR camera. The particle in-
flight temperature within the nozzle as well as through the
exit ambient region is provided for the simulated cases. For
all cases, the particle temperature continuously increases
following the curves depicted in Fig. 16. Additionally, for
all cases and outside the nozzle reflection affected zone, as
depicted in Fig. 16(b), (d) and (f), the simulated tempera-
ture is constant (increase of 0.1%) throughout the entire
section analyzed experimentally using the IR camera
Figure 16(a) shows the predicted particle temperature from
their injection location to the end of the computation
domain for a gas stagnation temperature of 500 °C. The
Nusselt correlation given by Eq 18, and used by many in
the CS field, predicts a temperature of 34 °C in the region
analyzed by the IR camera. while this value reaches 33 and
31 °C using Eq 19 and 23, respectively. Moreover, the
Nusselt correlation described by 22 gives a higher
predicted temperature of 45 °C. This predicted value falls
quite precisely onto the experimentally obtained results, as
shown in Fig. 16(b).

Similarly, for the spray conducted at a stagnation tem-
perature of 400 °C, the predicted particle temperature

o
o 426

1

Fig. 17 High stagnation parameter spray (3.45 MPa, 650 °C) result-
ing flow temperature (top) and velocity (bottom) inside and outside
the nozzle

increases throughout their flight within and outside the
nozzle, to reach values of 31. 31 °C and 29 °C using
Eq I8, 19 and 23, respectively in the experimentally
observed zone. Once again, the temperature corresponding
more closely to the measured value is obtained using Eq 22
with a resulting value of 39 °C. Analogously, the spray
produced at an inlet stagnation temperature of 200 °C
results in predicted temperatures at the analyzed zone of
27 °C with the use of Eq 18, 19 and 23. The temperature
obtained using Eq 22, which has been demonstrated to be
reasonably in agreement with measured temperature values
for sprays conducted at higher stagnation values, results in
a particle predicted temperature of 28 °C. Consequently, a
difference of 4 °C is observed between predicted and
measured particle values for this case. This difference can
be attributed to temperature evaluation difficulties caused
by the small temperature difference between background
and particles. As depicted in Fig. 15(a), particles are barely
seen after a distance of 6.17 mm from the nozzle outlet
when using the shown scale.

Additionally. from Fig. 16(a). (c) and (e). it is seen that
a similar increasing particle temperature trend is observed
for all tested gas stagnation temperatures. As the particle is
injected, its temperature increases sharply as it comes in
contact with a low-speed high-temperature flow after the
nozzle throat. During its flight in the progressively accel-
erating flow, the particle temperature increases rate grad-
ually declines.

The effect of emissivity on measured temperature and
the influence of particle diameter size on the simulated
particle temperature have been evaluated. The emissivity
has been varied from £ =040 to £ = 0.85 for measured
values, and the particle temperature for titanium powder
with a diameter of 125 pm has been simulated for all cases
using the generated model. The chosen diameter represents
the smallest titanium particle obtained after the sieving
process. The simulated particle temperature has indicated
an increase in surface temperature with a decrease in par-
ticle diameter. Similarly, decreasing the emissivity has
increased the particle observed temperature. In general,
results have shown that both parameters induce differences
of less than 3% with current values and as such lead to the
same conclusion that the Nusselt correlation expressed by
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Fig. 18 Copper particle with 15 pm diameter (a) velocity and
(b) temperature after being injected in a downstream fashion.
Velocity results using various drag coefficient correlations are given.
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Fig. 19 Copper particle with 15 pm diameter (a) velocity and
(b) temperature after being injected in an upstream fashion. Results
using different drag coefficient and Nusselt correlations are given.
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Eq 22 provides the most accurate numerical particle tem-
perature estimate. In addition, these results also support
that any inaccuracy in the emissivity value (¢ = 0.71) leads
to minor changes in resulting particle temperatures and the
influence is inconsequential on the drawn conclusions.

High Pressure and Temperature Flow

Figure 17 shows the resulting gas temperature and velocity
within the nozzle and at the free jet location for a gas
stagnation pressure and temperature of 3.45 MPa and
650 °C, respectively. As mentioned previously, these
parameters have been selected to give insight into the
influence of particle/flow correlations for high deposition
efficiency CS processes. A maximal gas velocity and
temperature of 1093 m/s and 61 °C, respectively, are
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Particle temperature obtained using different Nusselt expressions is
also provided. For temperature calculations, the particle velocity was
predicted using the Henderson drag correlation
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Particle temperature has been obtained using the velocity predicted by
the Henderson drag correlation

reached at the nozzle exit. As expected, due to the nozzle
geometry, an internal shock is still present after the nozzle
throat. At the exit, the flow is over-expanded as a pressure
of approximately 50 kPa is reached prior to the exit in the
atmospheric region. Spherical copper particle with a
diameter of 15 pm has been injected in the flow in an
upstream and downstream position of the nozzle throat.
The following sections present the results for downstream
and upstream powder injections.

Downstream Particle Injection Figure 18(a) shows the
copper particle velocity after injection in the high-speed
flow using different drag coefficient correlations. An exit
velocity of 471, 546 and 574 m/s is obtained using the
Schiller and Naumann (Eq 10), Henderson (Eq 6 to 9) and
Morsi and Alexander (Eq 11) correlations, respectively.
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Similarly to previous low stagnation pressure simulations,
the obtained particle velocities calculated using all three
correlations give different results whether or not the par-
ticle Mach number is considered.

Figure 18(b) provides the particle temperature predicted
by all four tested Nusselt number correlations using the
particle velocity calculated through Henderson drag law.
An exit particle temperature with values of 59, 91, 100 and
140 °C is predicted by comelations expressed using Eq 23,
19, 18 and 22, respectively. A difference of 81 °C (20%) is
obtained between the lowest and highest. confirmed for-
merly to be the most accurate, predicted copper particle
temperatures at the nozzle exit. All four Nusselt correla-
tions predict a steeper increase in particle temperature after
their exit from the nozzle due to the presence of the
external shock waves. Particle heating is promoted in a gas
fow of highly varying properties such as through shock
waves.

Upstream Particle Injection Figure 19(a) gives the cop-
per particle velocity when injected upstream on the nozzle
axis in the converging section, as shown in Fig. 7. The
particle slowly accelerates to low speeds in the converging
section prior to the nozzle throat. Once propelled in the
diverging high-speed nozzle section, the velocity of the
particle increases to reach exit speeds of 494, 570 and
585 m/s using the drag coefficient given by Schiller and
Naumann (Eq 10), Henderson (Eq 6 to 9) and Morsi and
Alexander (Eq 11), respectively. Correlations given by
Henderson as well as Morsi and Alexander provide rea-
sonably the same particle velocity values within the nozzle
up to 0.08 m. However, slight divergence in particle
velocity using the two M, dependent drag coefficient cor-
relations is observed after 0.08 m. Results from the Hen-
derson correlation have been taken as representative of the
true particle velocity.

Figure 19(b) shows the copper particle temperature
variation within the nozzle and at the exit. The particle
temperature sharply increases in the hot converging inlet
nozzle region to values close to 382 °C for all tested
Nusselt expressions as one would expect since this region
does not exhibit large compressibility effect as it is mostly
low subsonic flow regime. Once in the diverging section.
the particle temperature decreases to 346 °C at the nozzle
exit when using both Eq 19 and 22. This value. however.
reaches 356 °C and 374 °C when using the Nusselt cor-
relation expressed by Eq 18 and 23, respectively. As seen
in Fig. 19(b), the correlation expressed by Eq 19 provides
the same accuracy as Eq 22, which has been asserted most
accurate from previous results. The gas flow temperature
and Mach number at the exit reach values of approximately
61 °C and 3. respectively. Although the gas reaches low
temperatures as it expands in the diverging section, the

particle high velocity allows only an approximate 50 °C of
temperature drop to occur. as shown in Fig. 19(b).

Conclusions

Newly available infrared camera with high spatial resolu-
tion along with fast readout speed has allowed obtaining
the first particle temperature measurement in the CS field.
However. the IR camera used is limited to a wavelength
range of 3 to 5 pum. This is not ideal for low temperature
readings, as the radiation at low temperatures is easier to
detect at longer wavelengths. Additionally, although the
exposure time of the used IR camera is considered very
small, lower exposure times would lead to clearer and
higher detection rates. This also limits the velocity at which
particles can travel, in order to be properly detected by the
camera without any large streak, to a few hundred m/s and
limits the number of particles detected per optical window.
Although the resolution is high, small particles of 30 pum,
more generally used in the CS field, would not be per-
ceivable with the current IR camera as the resolution
consists of pixels with 55 pm size.

Nevertheless, measurements of CS particle temperature
have been successfully achieved for 150 pm titanium
particles injected downstream in the cold spray gas flow.
Results of particle temperature at the nozzle exit vicinity
for various gas inlet temperatures were obtained and
compared to measured particle temperatures. Evaluation of
Nusselt number correlations for heat transfer analysis
provided that the following equation is most accurate in
predicting the particle temperature;

Nu = 2+ 0.44Rep Pr' exp(0.1 + 0.872M,)

Using other correlations can lead to considerable particle
temperature differences. These differences can lead to
incorrect particle to substrate impact behavior during impact
modeling, which has been significantly used in the CS
community to provide insight to the impact phenomenon and
material deformation processes. Hence, the current study has
provided insight with regard to the most appropriate Nusselt
correlation to use when modeling CS particles.

In addition, the TR camera has also been utilized as an
additional tool for particle in-flight velocity measurement.
As the testing process provides visual data of particles
during their flight at the exit of the nozzle and up to a
standoff distance of approximately 11 mm, particle track-
ing velocimetry and particle streak velocimetry methods
have been used to obtain readings of velocity. Results have
been compared to values measured using the commercial
Cold Spray Meter equipment. All three measuring tech-
niques validate the accuracy of the Henderson drag law
correlation in predicting particle velocity. The particle
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streak velocimetry has shown that in addition to providing
local particle size and location, it can be utilized to mea-
sure individual particle velocity at specific location within
the flow. The PSV method has shown to provide the most
accurate particle velocity range compared to the CSM and
particle tracking velocimetry based on numerically calcu-
lated velocity values for 150 pm diameter particles.

With continuously developing technology, the current
work provides foundation to future studies that could
potentially be made using more advanced IR camera to
provide particle temperature readings for any particle
diameter traveling at any velocity commonly found in the
CS process.
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Appendix A

The drag coefficients from Eq 11 for various Re, numbers
are given as follows;

24.0
D= for O0<Re,<0.1,
Re,
273 0903
CD:3.69+2 : ﬂ for 0.1<Re, <1
Rey, Re;
2
Cp =1.222 +&— 3'88789 for | <Re, <10,
Rep ReE;
Cp =0.6167 + 3550, ﬂ for 10 <Re, <100
Re, ReE
2
Gy =03a e 2T o 100 < Re, < 1000
Rey Rey
148.62 47500
Cp =0357T+ — + for 1000 < Re, <5000
Re, Rfl‘,
490.546 57.87 x 10¢
C = 0.46 — _ %
Re.p R(’E
5000 < Rep < 10000
1662.5 54167 % 10°
Co = 0.5191 — - %
Re, ReE
Re, > 10,000
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This paper was reproduced according to the copyright agreement signed with Elsevier.

This paper investigates the effect of particle inherent size-dependent temperature on the particle
deposition behavior, deposition efficiency and coating adhesion strength. Three size sets of pure
aluminum powder have been deposited on polished and grit-blasted steel substrate surfaces. The
experimental results are used to design a CFD model capable of providing the complete particle
impact characteristics (position within the CS flow, size, temperature and velocity) of aluminum
powder material. This paper addresses the objectives set in the study presented in section 3.3.
Results show the importance of particle impingement process on the adhesion strength of the first
deposited layer. Additionally, a rise in particle impact temperature has been shown to increase the

deposition efficiency, and lead to a decrease in adhesion with particle size increase.
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ARTICLE INFO ABSTRACGT
Keywords: In cold spray, the interactions between feedstock particles and propellant gas control deposition outcome. The
Particle temperature influence particle impact temperature, along with impact velocity, governs the deposition due to its effect on the impact

Upstream/downstream injection
Numerical critical velocity
Coating adhesion
Pseudo-plasticity

In-situ peening

deformation processes. As bonding mechanisms rely primarily on the particle/substrate plastic flow upon impact,
particle impact temperature holds a predominant role in process optimization.

The current work studies the effect of pure aluminum particle impact temperature on deposition phenomena
when propelled onto a hard steel substrate. Particle impact temperature was varied while achieving the same
particle impact velocity, using low and high-pressure cold spray systems. Three different particle diameters are
studied, with varying resulting inherent impact temperatures, to provide size dependent insight on deposition/
adhesion.

Experimental results demonstrate that at low particle impact temperature, i.e. 50 *C, coating adhesion is
controlled by in-situ peening. Adhesion shifts to particle in-flight characteristics dependent bonding, i.e. § = V/
V., as particle temperature increases. At low particle impact temperatures, the coating bond strength increases
with increasing in-situ impingement intensity and frequency, i.e. decreasing deposition efficiency with increasing
particle size. At higher particle impact temperatures, in-situ peening rate decreases and the adhesion strength
increases with decreasing particle size. In addition to affecting the impact process (DE, V, and adhesion), the
particle impact temperature also influences the coating mechanical properties through the creation of
temperature-dependent crack propagation mechanisms, i.e. deflection, bridging and acceleration, and of particle-
particle structural arrangement related to deformation processes, i.e. fish scale effect and pseudo-plasticity
behavior.

various phenomena that initiate due to the high strain rate plastic
deformation occurring at the impact boundaries [5-2]. Reported strain
and strain rates at the particle/substrate interface reach values of 10 and
10° 57!, respectively [9], which are far beyond values commonly
encountered in classical powder manufacturing methods [10,11]. These
extreme material deformation phenomena lead to surface oxide layer
breakup, localized melting, amorphization, diffusion, shear instability
and hydrodynamic plasticity [2,12,13], which have all been associated
to bonding processes.

Aside from the particle material properties, the CGDS impact dy-
namics rely on in-flight particle/gas momentum and energy exchange
processes. The process gas stagnation pressure and temperature govern
the flow dynamics and thus particle in-flight charaeteristics [14-16].
The particle/gas mixture undergoes large changes in many properties
inside and outside the nozzle. Furthermore, the occurrence of oblique

1. Introduction

The cold gas dynamic spray (CGDS) process, or simply cold spray
(CS), is used for the deposition of various materials and has become a
promising method in multiple material processing fields, including ad-
ditive manufacturing [1-3]. CGDS is based on the energy exchange
between a gas flow and injected powder material. The gas stream (ni-
trogen, helium or air) is directed through a converging/diverging nozzle
to reach the supersonic regime. Particles are injected into the nozzle and
propelled to high velocities reaching values between 300 m/s and 1200
m/s [4,5]. Upon impact with a target surface (substrate), up to 90% of
the particle kinetic energy is converted into heat, while the remaining
energy is used for viscoelastie and elastic deformations of particle and
substrate. The successful adhesion of the impacting material depends on
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List of symbols

P flow pressure (N/m?)

vV flow velocity (m/s)

T flow temperature (K)

iu; gas velocity component in i-direction (i = 1, 2, 3) (m/s)

P density (kg/m®)

Cp drag coefficient (-)

r time (s)

k turbulent kinetic energy (m?/s%)

€ turbulent dissipation rate (m?/s%)

H viscosity (kg/m s)

a, inverse effective Prandtl number for turbulent dissipation
rate (-)

Pr, turbulent Prandtl number (-)

Sm particle phase influence on gas momentum (kg/m? s%)

Y contribution of the fluctuating dilatation in compressible
turbulence to dissipation rate (kg/m s3)

G generation of turbulence kinetic energy due to mean
velocity gradient (kg/m s*)

Gy generation of turbulence kinetic energy due to buoyancy
(kg/m s*)

Cy, 2,3 RNG k-¢ turbulent model constants (-)

Heoe total system enthalpy (kg m>/5%)

n normal direction coordinate (—)

k, particle size-dependent fitting parameter (—)

x; Cartesian coordinate in the i-direction (i = 1, 2, 3) (m)

n, spread factor ()

Re, particle Reynolds number ()

L, average distance between particles (m)

L characteristic length (m)

Z mass ratio, powder/gas (=)

d particle diameter (m)

Volume  volume flow rate (m3/s)

m mass flow rate (kg/s)

p density flow rate (kg/m? s)

Fy body force (kg m/s?)

A cross-sectional area {m?)

D level of particle interactions (-)

Mom momentum coupling (kg m?/s%)

A thermal conductivity (kg m/: 5 K)

ap inverse effective Prandtl number for turbulent kinetic
energy (-)

T stress tensor in viscous dissipation term (kg/m s%)

Sk, Se user-defined source terms (kg/m 59

C, specific heat at constant volume (m?*/s* K)

By 1o RNG constants (=)

S modulus of the mean rate-of-strain tensor (1/s)

G particle m material tensile strength (N/m?)

Ya cumulative percentage (%)

Nu average Nusselt number (=)

M, particle Mach number ()

Abbreviations

BSD backscattered detector

CFD computational fluid dynamiecs

CGDS cold gas dynamic spray

Cs cold spray

CSM cold spray meter

DE deposition efficiency

DRW diserete random walk

FEM finite element model

HPCS high pressure cold spray

HPIT high particle impact temperature

LPCS low pressure cold spray

LPIT low particle impact temperature

PEBI polybenzimidazole

RANS Reynolds Averaged Navier-Stokes

RNG re-normalized group

SEM scanning electron microscopy

V., critical velocity

R, arithmetic surface roughness

Subscripes

eff effective

g gas

i ith coordinate variable (=1, 2, 3 vector component)

J Einstein summation of j = 1, 2, 3

m melting

P particle

s turbulent

shocks and Mach disks, indueing abrupt discontinuity and instantaneous
variation in gas flow characteristics can significantly affect the particle
thermal history prior to impact [17,18]. A few studies have captured the
gas stream phenomenoclogical characteristics using Schlieren photog-
raphy [19,20]. Computational fluid dynamics (CFD) models have also
been used to study the driving gas behavior with the objective of
assessing the particle impact velocity and temperature. These CFD ef-
forts have generated physically realistic flow simulations [17,12,21,22].
CGDS particle velocities have been measured through laser-light sheet,
laser two focus veloeimetry and high speed cameras [23-31]. These
experimental observations have been used to develop proper mo-
mentum transfer models, contributing to adequate prediction of the
particle impact welocity influence on deformation and deposition
[32-36]. However, the low particle temperatures in the CGDS process
coupled with high particle velocities prohibit the use of classical optical
pyrometry, which makes any CGDS particle temperature measurement a
technical challenge. In a recent study, CGDS particle in-flight tempera-
ture measurements have been successfully reported [14], allowing the
evaluation and development of a proper particle transient heat transfer
model. Many have reported various benefits of increasing particle
impact temperature on deposition and adhesion, which have been

related to improved particle deformation promoting the creation of
zones suitable for bonding [37-39]. To support this assertion, use of
external powder preheating systems has shown to increase DE and
adhesion in low-pressure CS systems using downstream injection
[39-42]. Analogously, in high-pressure CS systems, in which the powder
injection is made axially in the converging section, reported DE’s reach
up to 95% (Cu on Al) [33,43] as heat transfer processes are promoted in
the stagnant pre-chamber high temperature gas.

Therefore, the primary objective of the current work is to investigate
the effect of particle impaet temperature and size on deposition for soft
particle/hard substrate material combination. The influence of particle
impact temperature on deposition characteristics (deposition efficiency
and critical velocity), adhesion and coating properties (apparent
ductility) are studied. Low and high-pressure cold spray systems (LPCS
and HPCS) have been utilized to generate deposits with similar particle
impact velocities but different particle impaect temperatures. Since par-
ticle impact temperature measurement is impossible at the chosen
working parameters, validated CFD model correlations are applied to
obtain particle impact temperature values [14]. Particle velocities are
measured and used to additionally validate the developed CFD model's
accuracy. The particle injection location and particle trajectory are used
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to explain the statistical particle in-flight characteristics. The experi-

Surface & Coatings Technology 406 (2021) 126735
ments are conducted for three distinet particle size ranges to provide a
size-dependent analysis.

arithmetic surface roughness, R, of polished substrates. A digital optical

microscope (VHX-2000 Keyence Corporation, Osaka, Japan) has been
utilized, on the other hand, to obtain profile depths of grit blasted
samples, which have been subsequently imported in Matlab for the
2. Experimental procedures calculation of surface R, [44].
2.1. Feedstock powder

2.3. Cold spray depositions
Spherical commercially pure aluminum feedstock powder has been

sed (Equispheres, ON, CA) in the generated deposits. Three distinet sets
of powders with different size diameter distributions have been selected
to study the effect of particle size on impact temperature and its influ-
ence on coating deposition and bonding developments. Fig. 1a presents
the particle size distribution for all three powder sets. The powder sets
are referred to as set 1, set 2 and set 3 and present an average powder
size of 40 pm, 58 pm and 68 pm respectively. As shown in Fig. 1b, c and

Commercially available CS systems (SST-EP, CenterLine Limited,
Windsor, ON, CA and Oerlikon Metco KINETICS 4000, Schwytz, CH)
have been utilized to deposit the aluminum powders. In the SST-EP
system, the powder is injected radially in the diverging nozzle section.
A PEI nozzle has been used for all deposition made with the LPCS [45].
Due to the significant particle trajectory deviation shown to occur after
particle nozzle wall deterioration from impact wear [45], a new unworn
PBI nozzle has been utilized for all deposits. The powder injection in the

d, using electron microscopy (SEM, Zeiss, EVO-MA10, UK) images under HPCS system is located in the center of the converging nozzle section,

the detection of backscattered electron detector (BSD), all three powder parallel to the nozzle axis. A SiC nozzle has been used in the KINETIKS

sets exhibit a spherical shape with negligible presence of satellites. 4000 system. The nozzles geometries and dimensions are presented in
detail in Section 3.1. Table 1 presents the spray parameters used when

59 Gk el operating each system, which ensured comparable particle impact ve-

locities while providing different particle impact temperatures.

A common low carbon steel material, SAE1018 (25.4 mm diameter Powder feeding rate was kept similar for all sprays (=20 g/min).
and 40 mm height) with measured hardness of 90.5 & 0.3HRB has been Deposition efficiency (DE) has been measured using the specimen
used as substrate, which ensures a proper study of soft material impact weight gain with respect to the total powder weight propelled at the
on hard target surface. Surface preparation and coating depositions were
performed on the flat ends of the eylindrical samples. Two surface Table 1

preparation methods have been utilized. A mirror finish surface has been

CGDS process deposition parameters and features.
obtained by gradual grinding and polishing steps up to a final process

SST-EP KINETICS 4000
using 3 pm _abmsive suspensions. A grit blasting method using a 20mesh Puwder injection lotatian Dkt stk Upstisaiii
(850 pm) ferrosilicate abrasive was also utilized as a second surface Nozzle material Polymer Polymer SiC
preparation method to roughen the substrate surface. Prior to the Stagnation temperature 500°C 500°C 500 °C
deposition process, all substrates have been cleaned and degreased using Stagnation pressure 24 NPa B A4 MPa

i iy . Traverse velocity 10 mm/s 130 mm/s 150 mm/s
ethanol. During coating deposition, all substrates have been thermally
Number of passes 1 15 25
insulated from the surroundings to avoid uncontrolled substrate tem- Stand-off distance (SOD) Feiain 15 mm 15 i
perature variations. A portable profilometer (PHASE II SRG-4000A, NJ, Step size 1 mm/pass 1 mm/pass 1 mm/pass
USA) equipped with a diamond stylus has been used to obtain the
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Fig. 1. a) Feedstock powder size distribution. The geometry and size of all three powder sets are depicted in b) set 1, ¢) set 2 and d) set 3 using backscattered
scanning electron microscope (BSD-SEM) images.
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substrate surface. As presented in Table |, the LPCS deposits have been
made using two gun traverse veloeities, i.e. 10 mm/s and 150 mm/s,
while only 150 mm/s was utilized for HPCS deposits due to the robot
minimum speed limit. For the LPCS, spot sprays, i.e. powder deposition
at a single gun position, have also been carried out to characterize the
particle spatial position upon deposition. Obtained coating mierostrue-
tural analysis has been performed through digital optical microscopy
and scanning electron microscopy using secondary (SE) and back-
scattered detectors.

2.4. Particle velacity measurement

The in-flight particle velocity was measured at a distance of 15 mm
from the nozzle exit using a Cold Spray Meter (CSM) eVolution (Tecnar
Automation Ltd., St-Bruno, Canada). The CSM is equipped with a
continuous 510 nm wavelength laser that illuminates particles as they
cross a dual-slit photomask. The diffracted light is subsequently
captured and collected data filtered by an internal interpreting system.
The velocity is calculated using the traveling distance and time interval
that the detected particle takes to cross two mask slits. For statistical
purposes, a minimum of 1000 individual particle velocities have been
measured for each conducted tests. The velocity readings have been
made at the center of the nozzle for all cases.

2.5. Adhesion tests

Coating adhesion strength values have been obtained and evaluated
following the ASTM-C633 standard [46]. A thermally curing elastomeric
adhesive, FM-1000 (Cytec Engineering Materials, MD, USA) has been
used to glue the cylindrical coated substrates to counter uncoated steel
cylindrical specimens. Prior to testing, all coatings have been machined
to a 550 pm thickness. Once cured and cooled to room temperature, the
assembly has been pulled using a universal tensile testing machine
(Instron Series 4482, MA, US) at a rate of 0.017 mm/s and failed coating
fracture surfaces have been subsequently analyzed. Three to five

Particle injection

/ 40.41mm
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coatings have been tested per spray set.
2.6. Bend-ro-break tests

Bend-to-break tests have been performed, following a procedure
similar to the ASTM D4145-10 standard [47], using coatings deposited
on grit blasted surfaces. After machining the coatings down to 550 pm
thickness, natural interfacial delamination occurring during high speed
saw cutting processes allowed proper coating removal from the steel
substrate. The machined surface was placed under tension while the
other side (initially bonded to the roughened substrate surface) was put
under compression to avoid pre-mature crack propagation and arbitrary
surface roughness dependant results.

3. Computational fluid dynamies
3.1. Geomemry and eperating conditions

The commercially available Computational Fluid Dynamics (CFD)
ANSYS Fluent 19 software was used to model the carrier and driving gas
flows and particulate phase for both spray systems. The three-
dimensional meshing systems, comprised of approximately 2 million
cells, are shown in Fig. 2. The meshing process was generated through
ANSYS WB Meshing Tool by discretizing the computational domain into
separate grids and using edge sizing with a biased growth rate to in-
crease resolution near the nozzle walls. A grid dependency study was
performed to determine the appropriate grid size ensuring grid inde-
pendency. The substrate surface, modeled as an adiabatic wall, was
placed at the end of the atmospheric environment at the corresponding
15 mm stand-off distance. The surrounding environment was set at a
radius of 80 mm to avoid disturbance on the flow field. The solutions
were considered converged when the residuals were decreased by at
least three orders of magnitude. In addition, the mass imbalance was
also verified [~8e"a kg/s) at convergence.

Pressure-based boundary conditions were applied at the main gas

13.67mm

12.48mm

—
Step1: @ 3.81mm

125.73mm

Step 2: 5.3mm

.

Fig. 2. Three-dimensional computational domain dimensions and meshing details for both CGDS systems. a) Upstream powder injection (HPCS system) and b)

downstream powder injection (LPCS system).
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inlet and outlet of each nozzle and the flow was treated as a compress-
ible flow. Mass tlow rate boundary conditions, based on used experi-
mental set-up, were set to 0.00033 kg/s and 0.0036 kg/s for the powder
feeding line nitrogen flow in the LPCS and HPCS cases respectively. A
no-slip condition was enforced on all nozzle walls. The various boundary
conditions are summarized in Table 2.

3.2. Gas flow model

The Reynolds Averaged Navier-Stokes (FANS) equations along with
the re-normalized group (ENG k-¢) turbulence model were utilized to
model the gas flow structure inside and outside the converging/
diverging nozzle. The RANS-based model accounts for the effect of
turbulence while greatly reducing the required computational re-
sources. A total of six governing equations have thus been utilized:
conservation of mass and energy, momentum balance (in three di-
mensions) and turbulent kinetic energy. The continuity equation is
written as follow;

d
A A M) =0, il
5 F (pus) (5]

where p is the gas flow density, tis the time, 1; is the flow velocity in the {
direction and x; is a coordinate variable in space. The momentum bal-

ance is provided by;
du;  du; X
P+ yeﬁ(gj-u Eﬁ)] S (2)

where P is the pressure, which includes an additional term due to the
turbulent normal stress, S, represents the mass added to the gas phase
from the dispersed particulate phase or the momentum change it gen-
erates to the gas phase in each coordinate system and p.g accounts for
turbulent viscosity as follow;

] a a
E[,uu;) + th{pu;uj) = E} [

k]
e = ;?Cy? (3)

where C, = 0.0845 [48]. The k and ¢ terms are obtained using the
following respective differential transport equations;

d d d ke ;
a[_,uk) {-Ej[pﬂu,)=£ u;ﬂ"k(g)] + G+ Gy — Yo + 8, — pe, (4)
and

de € €’
#e_&fﬂf(_)} + C]:I[_Gr{ +Ca:Gy) Clcp?" S —R.,

L Il
dr[pc Ia Py =3 %

x; h;

(5)

where Cy,, Cy, and Cs, are turbulent constants depending on the appli-
cation and simulation conditions [49]. The a. and ax quantities are the
inverse effective Prandtl numbers for k and e terms, respectively. G and
Gy represent the generation of turbulent kinetic energy due to the mean

Table 2
Numerical model boundary conditions.
Location P v T
Nozzle inlet Specified stagnation v _ Specified
an stagnation
a
Powder inlet N/A (mas flow rate v _ Room
specified) an temperature
[}
Surrounding Ambient condition av ar _ °
atmosphere an dn
1]
Substrate/nozzle ap _ 0 0 aT _ o
walls an dn
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velocity gradients and due to the buovancy, respectively, while the Si
and S, are user-defined source terms. The RNG additional term, R,, in the
dissipation rate equation is given by;

_ Gl —n/m) €

R 1+ pip? k'

(6)
where n = Sk/e and in which 8 refers to the modulus of the mean rate-of-
strain tensor, fjp = 4.33 and # = 0.012 [48].

The model total energy or total enthalpy (hm) modified for the
Reynolds average energy equation is given by;

R c?h)

] a9 _
E[K‘km.) E" E_j(l‘",hm) =EJ(£EJ + P_",J_TJ i (7 P'“r‘“;)] +Sr,

@

where Pr; is the turbulent Prandtl number, St is the source term
expressing the heat transfer between the flow and particles, r is the stress
tensor and 4 is the thermal conduetivity. The total enthalpy refers to the
total energy of the system including viscous work, such that;

1
b = C,T+ ;{n,u,-) + k. (8)

The additional terms, i.e. Sy and Sy, provided in Egs. (2) and (7)
respectively, have been neglected due to the high Stokes number, St, and
low momentum coupling interactions parameter, Iy, obtained in the
current study. The momentum coupling expressed in the following
equation, is used to assess the impact of the aluminum particle phase on
the nitrogen gas flow;

0 - Z
18,

9)

where the subseript p and g refer to the particle and gas phase respec-
tivelv, d is the particle diameter, L is the characteristic length, i.e.
diameter of the nozzle at a specific location, and Z is the mass ratio of
powder to gas. The momentum coupling parameter has been calculated
and is less than 5% in all cases, such that the gas phase momentum
variation due to the presence of particles has not been included [50]. In
addition, many have used the volumetric, Volume, particle to gas flow
ratio to evaluate the significance of the particle phase influence on the
gas flow [41,51,52];

Vaolume, "y P

titg Py

- (10)
Volume,

where m and p are the mass and density flow rate, respectively. Provided
that pg < pp holds and that the powder feed rate used in the current study
is 20 g/min, aratio less than 1% is obtained indicating negligible effects.
Particle-particle interactions can also influence the behavior of the
particulate flow. The particle level of interactions can be described using
the mean distance between particles, Ly, to the average particle diam-

eter, daverage;
Ly

oinge

D=

{11)

Since values over ten have been obtained in the current study, the
particles are considered isolated and the particle to particle interactions
have been neglected [52]. Based on the above discussion details and
analysis, a one-way coupled Lagrangian particle tracking method has
been assessed as appropriate [50,51,53,54]. A density-based solver with
a Green-Gauss node-based gradient method was utilized to model the
nitrogen gas stream features. The ideal gas law has been used to account
for the compressibility effects and a two-coefficient temperature-
dependant Sutherland law is used to express viscosity variations with
temperature [14]. Table 3 provides a summary of the gas and particle
characteristics utilized in the current computational work.
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Table 3
Simulated phase properties included in the computational work.

Nitrogen gas Aluminum particles

Diameter N/A Set measured

distribution
Stagnation parameters 500°C, 3.45 N/A

MPa
Density Tdeal gas 2710 kg/m*
Specific heat capacity 1040.67 J/kg K 910 J/kg K
Thermal conductivity 0.0242 W/m K 210 W/mK
Viscosity Sutherland law ~ N/A
Initial velocity at carrier gas injection (30 m/s, 33 m/ (30 m/s, 33 m/s)
(LPCS, HPCS)* s)

Initial temperature at carrier gas (25°G,25°Q) (25°G, 25°C)

injection (LPCS, HPCS)

" The particulate phase reaches the carrier gas flow velocity upon its injection
into the driving gas flow.

3.3. Discrete phase/particle

3.3.1. Momentum and hear mransfer

The particle phase was modeled as an inert point in space using a
Lagrangian method. The velocity and trajectory of the discrete phase, i.
e. the aluminum particles, in the two-phase model was computed using a
drag foree balance, i.e. Newton’s balance equation.

dv, 1 ;
m—L = —CppA,(V 1‘/1))2 + Fy (12)

dt 2
where my, Cp, Ap and F; are the particle mass, particle drag coefficient,
particle cross-sectional area and additional body forces. The particle
possible deceleration due to the adverse pressure gradient generated at
the substrate surface bow shock is also taken into account and included
in the Fp term. The body force per unit mass is given as;

F= (ﬁ)v,,-vv (13)
Pp

No other additional body forces have been added to the equation as
the common gravity, lift, thermophoretic and electrostatic forces pro-
vide little influence on the particle momentum in the CGDS process.

The Henderson drag correlations, for Cp term definition, have been
used to describe the particle momentum [55]. According to previous
studies, the Henderson correlation, which covers a wide range of particle
Mach and Reynolds numbers and describes flow motion from incom-
pressible to free molecular regimes, has shown accurate results based on
experimental particle-laden flow measurements [14,15,56-60]. The
transient particle heat transfer processes are calculated assuming a
lumped capacitance method and the energy balance equation from the
first law of thermodynamics is used [14,23,61]. Details describing the
terms involved in the analysis can be found in a previous study [14]. The
following Nusselt, Nu, correlation has been utilized to define the average
convective heat transfer coetficient;

Nu =2+ 0.44Re," Pr'*Feap(0.1 + 0.872M, ), (14)

which is valid for particle Mach numbers above 0.24. In all other cases
the common Ranz-Marshall model is utilized [62]. The correlation
described in Eq. (14) has been shown to provide accurate particle tem-
perature readings based on recent CGDS experimental work [14].

3.3.2. Stochastic trajectory

Since the flow is turbulent, a stochastic tracking approach, referred
to as the discrete random walk (DRW) model, is applied to simulate the
particle turbulent dispersion ensuring representative particle trajec-
tories. Numerous studies conducted in the CGDS field have shown that
the DRW does provide an accurate particle dispersion [41,51,54,63].
DRW computes the trajectory of each particle based on the statistical
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sum of the mean and turbulent velocity component of the gas. In addi-
tion to the statistical velocity measurement, an integral time scale is
utilized, which accounts for the rate of turbulent kinetic energy dissi-
pation. This time scale is linked to the characteristic lifetime of an eddy.
It is assumed that a particle is in contact with the turbulent eddy for
whichever time is shorter between the eddy lifetime and eddy crossing
time. Sufficiently large numbers of DRW runs have been used to ensure
that trajectories include the statistical effect of turbulent dispersion.

3.3.3. Numerical size dismriburion

To model the particle size distribution for each powder set, the
Rosin-Rammler distribution function has been utilized to generate
proper particle size bins in ANSYS Fluent using;

Yy = e (/A" (15)

where Y4 represents the cumulative percent retained at size d and d and
n, are fitting parameters, referred to as the average diameter and spread
factor. The obtained spread factoris 4.07, 13.87 and 14.33 forset 1, set 2
and set 3 respectively. Following the injection of accurate particle
diameter bins, a function generating a random selection of particles in
each bin size has been included to obtain the actual measured
distribution.

3.3.4. Particle/nozzle wall interactions

In the HPCS, the powder injection line is estimated to be perfectly
aligned with the nozzle axis. As the feeder tube size is the same as the
nozzle throat, the particle radial acceleration and movement is limited
and particle-nozzle interactions are expected to be low [52]. The particle
collisions are estimated to be perfectly elastic and as the particle-nozzle
impact collisions are anticipated to be limited such estimation would
have little effect on results if inaccurate. For the LPCS, however, sig-
nificant particle/wall interactions are expected to occur due to the radial
injection process. Experimental evaluation of the coefficient of restitu-
tion for impacts between metal particles and PBI material are not found
in the literature. Wu et al. have investigated the rebound behavior of
spheres traveling at 5 m/s during elastic-plastic oblique impacts using
FEM [64]. Although the velocity is far below the particle velocities
reached in the CGDS process, particles are expected to travel with much
higher axial veloeity than radial veloeity due to the strong axial gas flow
momentum. Based on their study, the tangential and normal coefficient
of restitution are both chosen to be 0.8 in the current simulation work
[52,64].

4. CFD results

The eurrent section covers the CFD results used to assess the particle
in-flight temperature, which cannot be measured [14]. The heat transfer
analysis and correlations used have been validated elsewhere [14]. In
addition, the accuracy and validity of the models for the current study
have been evaluated using particle velocity measurements and single
spot deposit. The CFD results are also used to visualize the flow structure
and particle trajectory.

4.1. Gas flow properties

Fig. 3 shows the gas velocity contour maps of both spray systems up
to the substrate surface. The gas velocity along the HPCS nozzle varies
gradually and reaches about 1000 n1/s at the nozzle exit, with a thin
boundary layer all along the nozzle length. Cross-sectional inserts reveal
that the carrier gas affects the driving gas, producing a slower core at the
nozzle center, although mixing seems to minimize the effects towards
the nozzle exit. In comparison, the gas velocity reaches high values
much earlier in the LPCS system, with similar exit velocity. The
expansion of the gas at each sharp step of the LPCS nozzle generates the
formation of an expansion wave/oblique shock wave system, creating an
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Fig. 3. 2D axial cross-sectional view of the gas flow velocity contour across the nozzle and exit region in the HPCS (top) and LPCS (bottom) systems. The gas velocity
across the nozzle diameter at three selected regions (r;, r, and r3) is shown in provided inserts.
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Fig. 4. 2D axial cross-sectional view of the ni

flow

across the nozzle and atmospheric regions in high (top) and low (bottom) pressure CS

systems are provided. In the HPCS, the gas temperature in the converging section is illustrated using two cross-sectional inserts (c; and cz). The gas temperature
across the nozzle diameter at three regions in the diverging section (r;, r, and r3) is shown using provided inserts for both systems.
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oscillatory pattern in the gas flow that maintains/replenishes a high gas
velocity outside the boundary layer zone. These structures stabilize after
multiple reflections due to viscous effects, homogenizing the flow pro-
file. Furthermore, the radial carrier gas injection also affects the driving
gas properfies. This main flow disturbance remains following the wall
boundary laver, such that the high shock trail flow appears as a dis-
symmetrical phenomenon. The carrier gas effect is damped after the first
nozzle step.

The gas static temperature contour maps are shown in Fiz. 4. In the
HPCS nozzle, the gas temperature decreases gradually to reach around

75°C in the core, at the nozzle exit, as thermal energy is converted into
kinetic energy. The cold carrier gas is clearly visible in r; and 15 regions,
which generates a colder central tlow surrounded by the high temper-
ature main flow. This cold core also limits the stagnation temperature in
the converging section, i.e. regions ¢; and c,. In the LPCS nozzle, the
oscillatory shock wave system generates local zones of very low tem-
perature in the diverging nozzle section (—125 °C in 15). The gas core
exits at around 50 °C, due to the low nozzle expansion ratio and with an
almost uniform thermal energy distribution.

Fig. 5 shows the gas temperature and velocity maps near the sub-
strate surface for both CS systems. A normal bow shock ocecurs as a result
of the flow adjustment to the downstream stagnation perturbation
(substrate). An outward radial detlection of the primary flow follows.
While this flow is attached for the LPCS configuration, it is a recircu-
lating flow in the HPCS system, as shown in Fig. 5b. This difference has
been associated to the dissimilar Reynolds number (Re) that each flow
reach in both systems, i.e. increasing Re have been linked to the gen-
eration of downstream wall-jet recirculation[65]. The flow mechanisms
controlling the wall jet features are mainly the jet-edge expansion and its
retlexion from the sonic line and wall-jet boundaries [66]. One can
observe that while the LPCS jet reaches a stagnation temperature of
500 °C in the zone under the normal shock, the HPCS jet reaches a
temperature of 327 °C only. It is expected that these temperatures could
have an effect on the substrate temperature during spraying [65,67].

4.2. Effect of particle injection and size on in-flight characteristics

Examination of LPCS particle streak lines (only one streak line is
shown as an example) reveals that all powder sets come into contact
with the nozzle wall in zone 2, prior to the first nozzle step. This location
corresponds to the zone shown to experience important nozzle erosion
[45], confirming the accuracy of the computed particle path lines. The
powder rebound path is dependent on particle size with larger particles
being able to recoil further towards the nozzle center and eross the shock
wave trail on their path from the wall to the center due to their higher
inertia. This is reflected through the particle distribution in the velocity/
temperature maps presented in Fig. 6. In addition, smaller particles are
seen to accelerate and decelerate faster in the stream center and shear
layer respectively. Hence, set 1 particles reach velocities up to 680 m/s
at the nozzle exit while powder set 3 reaches 620 m/s. Analogously,
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smaller particles heat transfer rate is larger than that of larger particles
due to their larger specific surface. Although the particle temperature is
seen to slightly increase in the high temperature shear layer at the nozzle
wall, with a larger increase for smaller particles, their limited time in the
wall boundary combined with fast velocities and trajectory in the cold
central supersonic gas stream only permits slight increase in tempera-
ture. At the nozzle exit, particles from set 1, set 2 and set 3 reach tem-
peratures up to 72 °C, 58 °C and 41 °C respectively.

Fig. 7 shows the particle characteristics and overall spread in the
HPCS. The high symmetry footprint of particle dispersion is attributed to
the injection alignment with the nozzle axis. From zone 1 to zone 2, the
particle stream widens due to the presence of turbulence and low gas
velocity in the gas mixing area. Smaller particle having less inertia
contribute mostly to the radial dispersion. However, from zone 2 to zone
4, the presence of the narrow throat and higher gas central velocity
confines the majority of particles in the nozzle center. At the nozzle exit
stream center, particle set 1 reaches velocities up to 690 m/s while set 3
particles are accelerated up to 625 m/s. Smaller particles are heated to a
higher temperature as their spread towards the nozzle wall is more
pronounced in the converging gas mixing area in zone 2. Analogously,
colder particles at the exit of the nozzle originate from a mixture of cold
particles coming from the cold un-mixed converging-throat center and
from radially dispersed particles traveling in the cold slow diverging
flow. As a result, set 1, 2 and 3 feedstock powder particles reach a wide
spread of in-flight temperatures with values reaching 327 °C, 227 °C and
202 °C respectively, at the nozzle exit.

In addition, for the three powder size sets and for both utilized CGDS
systems, it was found that the bow shock and the 15 mm particle flow
distance from the nozzle exit do not drastically affect the particle in-
flight characteristics.

5. Experimental results
5.1. Particle in-flight velocity

In order to validate the model predictions and ensure particle tem-
peratures can be inferred adequately from the model, particle velocity
measurements were conducted at the center of the gas stream, and at
distance of 15 mm from the nozzle exit, using feedstock powder set 2.
The measurements provided average particle velocities of 668 m/s and
660 m/s for the HPCS and LPCS systems respectively. In addition, the
numerical average particle velocities obtained at the same location
generated average velocities of 620 m/s and 600 m/s for the HPCS and
LPCS system respectively. This agreement between experimental and
numerical results provides some reliability of the simulations and its
additional use in finding particle in-flight characteristics. Consequently,
as both systems provided similar particle impact velocities, it is assumed
that all results can be properly compared for each powder set between
the two CS systems.

73°C,
n Temperature Velocity n Temperature Velocity 773°C, 1029m/s
|
{
® Dblique shock
® Mach disk | _® Oblique shock
B ® et shear layer L }  eMachdisk M
: Narmal bow shock e A @
Attached radial flow ] - rﬂhﬁulmﬂll ow
I | = __sRecirculation zone
- -173°C, 100m/s

Fig. 5. Flow temperature and velocity at the substrate vicinity showing the radial gas flow regimes obtained in the a) LPCS and b) HPCS systems.

148



Chapter 5- Research Projects Results

A. Nastic

Surface & Coatings Technology 406 (2021) 126735

A. Nastic et al.

“WNUSWOW [[eraa0 apnred

313 uo 1oedu 3[2ZOU JO 323§33 Y} jensuowp 03 payaidap st apnred wi gf € Jo 3ur] yeans LofRa Jy31j-ur 3[3uts v “uonisod (0°Q) UISLIo 135 3y} 03 192ds3I M ({ SUOZ) UIU /| PUE (g 2U0z) Wi G| [ (g 3u0z) urnu g9
‘(1 2u0z) w Gg "2°T “pap1aoid 3T SUONELIO] JURIHIP I AJoRA pue amjeradwa) eneds pue uonnqrusip [eIPer 3PIIed JIX2 [ZZ0U 0} UoNE0] uondfur rapmod reau woxy armyeradws) pue 4nofaa apnred $OJT 9 *814

J.S¢ ‘s/wo

J.2L ‘s/w089 -

|

w
o
w
w
m
N
w
2
[N
(4mesadway) (Adojap) (2amesadwal) (Ayd0j97) (a4mesadway) (Aydojep) (34njesadwal) (Aaojep)
|
fi T S
- o |18 = 4 ——— [=}
{ , : — - e
(11x3) (0‘00t’0) (0's9’0) (0'se’0)

149



A. Nastic Chapter 5- Research Projects Results

A. Nastic et al. Surface & Coatings Technology 406 (2021) 126735

(0,5,0)

\ (0,30,0 (0,80,0) (exit)
T — e I q’
"_— l ] i_ U

(0,0,0)

(Velocity) (Temperature) (Velocity) (Temperature) (Velocity) (Temperature) (Velocity) (Temperature)

l 680m/s, 300°C

0m/s, 25°C

Fig. 7. HPCS particle velocity and temperature from powder injection to nozzle exit. Particle radial distribution and spatial temperature/velocity at different lo-
cations are provided, i.e. 5 mm (zone 1), 30 mm (zone 2), 80 mm (zone 3) and 172.5 mm (zone 4) with respect to the set origin (0,0) location. Two particle streak

lines, i.e. central cold and hot scatter, of a 40 pm particle are depicted to show the influence of particle spreading in the sonic zone on the in-flight particle exit
temperature.
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Fig. 8. Coating DE for various particle size range (sets) and substrate surface roughness deposited using both LPIT and HPIT depositions. Data shown as solid fill
represents deposits made on polished surfaces while patterns filled data correspond to coatings generated on grit blasted substrates. Superimposed dashed columns in
the LPIT represent the DE for coatings sprayed at a gun traverse speed of 150 mm/s on polished surfaces.
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5.2. Deposition efficiency

Fig. S shows the DE of all deposited aluminum coatings in the current
study. For coatings produced with low particle impact temperature
(LPIT) using the LPCS system, the DE is low and the particle size
noticeably affects it. The feedstock powder set 1 is almost double the DE
values obtained for powder set 2 and set 3, i.e. 13% vs ~5%. Fig. 8 also
shows that the CS gun traverse speed has minor influence on the
measured DE. A significant improvement in DE is recorded when par-
ticle impact temperature is increased with average DEs of 81%, 76% and
57% for powder sets 1, 2 and 3 respectively, which shows a decrease
with particle size increase. Finally, the substrate surface roughness with
a measured Rq of 6.3 + 1.8 pm and 0.3 + 0.1 pm after grit blasting and
polishing respectively, expected to affect primarily the deposition of the
first layer of particles [68,69], does not influence the overall measured
DE in all sprays. The sudden drop in DE of the high particle impact
temperature (HPIT), generated using the HPCS system, feedstock set 1
onto the grit blasted sample is believed to be caused due to inconsistent
powder feeding resulting from local clogging/deposition inside the
nozzle.

Surface & Coatings Technology 406 (2021) 126735

Fig. 9 shows the top surface of the produced coatings using both LPIT
and HPIT depositions illustrating the effect of different impact dynamics
occurring due to particle size and particle impact temperature. LPIT
deposits exhibit much smoother coating surfaces as the particles are
more deformed, and this effect is enhanced with increasing particle size.
The coating top surface features for LPIT depositions generated under
both traverse speeds are the same such that only one is shown for
conciseness. The top surface of HPIT coatings shows minimal particle
deformation upon impact, as seen in Fig. 9b, d and f, as the particle
original spherical shape is easily detectable.

5.3. Coating adhesion strength

Fig. 10 shows the coatings adhesion/cohesion strength for all
sprayed cases. The substrate surface roughness generated using a grit
blasting process induces a low adhesion strength irrespectively of par-
ticle impact temperature and size. The average adhesion strength on grit
blasted surfaces for both low and high particle impact temperatures is
10.9 + 4.5 MPa. Similar adhesion strength values have been observed in
a previous work with irregularly shaped pure aluminum powder

Fig. 9. Coating top surface topography after spray illustrating the contrast in impingement phenomena when utilizing low (left) and high (right) particle in-flight

temperatures for powder (a-b) set 1, (c-d) set 2 and (e-f) set 3.
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Fig. 10. Coating adhesion/cohesion strength based on particle size (sets 1-3) and substrate roughness for sprays generated using low and high particle impact
temperatures. The box shows the position of the 25th percentile, median and 75th percentile. Whisker lines illustrate the data variability outside the upper and lower
quartiles while the ‘x’ marker displays the mean data value. The minimum and maximum values exclude outliers.

material [5].

An increase in coating adhesion strength is observed with the in-
crease of particle diameter for LPIT deposits. The average value in-
creases from 34.8 MPa to 71.7 MPa for set 1 to set 3 powder size sets. The
CS nozzle traverse speed for LPIT sprays shows minor influence on the
general bond strength trend across all three sets of deposited powders. A
decrease in adhesion/cohesion strength is observed with particle size
increase for the case of HPIT sprays, from 71.2 MPa to 32.3 MPa for set 3
and set 1 respectively. This trend is the opposite of the one observed for
LPIT.

Fracture surface topologies of the pull test sets have also been ob-
tained for deposits made on polished surfaces, as shown in Fig. 11, to
characterize the phenomena responsible for coating failure. Imaging of
grit blasted surfaces fracture surface topologies was omitted due to the
coating consistent low adhesion stress failure. The fracture topology
imaging describes the fracture zones by providing the failure location
inside the layvered pull test set, i.e. glue, coating (cohesion) and/or
substrate/coating (adhesion).

Complete coating separation at the interface is detected for all sets
sprayed using LPIT at a traverse speed of 10 mm/s, as shown in
Fig. 11a—c. The coatings, irrespective of particle size and unrelatedly to
the recorded bond strength, fail in complete adhesion. As shown in
Fig. 1la—c, the substrates surfaces after adhesion tests retained their
mirror finish polish i.e. observable through the reflective surface
feature, indicating that the recorded adhesion failures primarily involve
metallic bonding and lack mechanical anchoring. Coatings sprayed at
LPIT and at a traverse speed of 150 mm/s display a similar complete
coating separation from the substrate surface, with limited residual
aluminum particles, for powder set 1. However, local adhesion fracture
is observed for powder set 2-3, as seen in Fig. 11e-f.

Finally, localized irregular adhesion fracture is seen for coatings
deposited with HPIT, as depicted in Fiz. 1lg and h. Powder set 3,
however, characterized with the lowest bond strength, failed in a mixed
adhesion/cohesion process. This rupture nature is observed on the entire

substrate surface, which excludes distinctive localized fracture

developments.

5.4. Bend-to-break tests and fractography

As shown in Fig. 12a, coatings generated using LPIT sustain large
deformations prior to crack initiation and eventual full propagation,
suggesting high apparent ductility. Prior to failure, tested coatings had
to be bent multiple times to initiate fracture. HPIT coatings, on the other
hand, broke abruptly, as shown in 12b—e, with limited erack
deflection and at restricted curvature.

The resulting fracture surfaces from the bend-to-break tests are
shown in Fig. 13. The LPIT coating fracture surfaces show presence of
very irregular and jagged features, representative of highly impinged
particle network, enhanced particle to particle contact, fish scale
particle-particle architectural arrangement and some level of intra-
particle fracture. For the HPIT samples, the fracture surfaces exhibit a
prevailing inter-particle erack propagation route, leading to a smooth
path characteristic of the highly noticeable spherical particle geometry.

6. Analysis and discussion

The current section provides a detailed analysis of the numerical and
experimental results to associate generated coating properties and
characteristies to particle impact temperature and size. A deeper look
into the numerical work offers a statistical view of particle impact
characteristics, dependent on flow trajectory and size, necessary for
sueccessful deposition and improved adhesion.

6.1. Depositon efficiency and critieal veloeity (V)

The influence of particle impact temperature and size as well as
substrate state on DE and V¢ are presented in the current sub-section.
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- Residual particle Substrate

Fig. 11. Representative failure features after pull test of the substrate side only. For each case, the right image shows the actual state of the coated substrate surface
after pull test while the left provides distinction between different zones on the same substrate side using a color code, which is defined in the legend. The resulting
strength at failure for each shown case (and corresponding particle size set) is a) 40 MPa (set 1), b) 68 MPa (set 2) and c) 74 MPa (set 3), d) 45 MPa (set 1), €) 67 MPa
(set 2) and f) 72 MPa (set 3), g) 70 MPa (set 1), h) 65 MPa (set 2), i) 49 MPa (set 3). Dotted lines delineate zones of protruding coating. (For interpretation of the

references to color in this figure legend, the reader is referred to the web version of this article.)

1000 pm

" Fracture
surface

Fig. 12. SE SEM images of coatings during the bend-to-break process using feedstock powder set 2 with a) LPIT deposits showing no sign of cracking during the first
phase of the bend-to-break test and b-c) HPIT deposits. A fracture surface from the HPIT coating is highlighted in image c).

6.1.1. Particle temperature influence

It is seen from Figs. 6 and 7 that the spray parameters and nozzle
configurations used allowed reaching LPITs (around 50 °C) and HPITs
(above 200 °C) for similar particle impact velocity, for each feedstock
powder set. This increase in particle temperature facilitates dislocation
motion such as climbing and cross-slip, enabling dislocation-based ma-
terial softening, enhancing particle deformation, increasing local heat-
ing, with potentially larger interfacial regions reaching 0.5Telring due to
the conversion of kinetic energy into heat during the impact process and
improving oxide layer fracture and removal processes [36,37,70].
Altogether, these effects increase fresh metal surface contact available
for bonding and decrease V¢ [37,39], which results in the increase of DE

for high particle impact temperature cases, seen in Fig. 8, for the three
feedstock sets compared to the cases of LPIT.

Detailed analysis of the data from Figs. 6 and 7 allows generating a
statistical particle velocity distribution for each tested case, shown in
Fig. 14. To capture the actual powder size distribution, particles have
been selected randomly from each size range following the measured
number distribution percentage. A total of 10,000 particles have, thus,
been used for each analyzed powder set.

The results show similar overall particle velocity distribution trends
and average particle velocity between both particle impact temperatures
for all three sets of powders. The V¢ values for each case have been
obtained from Fig. 14 data by grouping fastest particles together until
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Fig. 13. Fracture surfaces from the bend-to-break tests for coatings generated with low (left) and high (right) particle impact temperatures. Shown coatings
correspond to (a-b) set 1, (c-d) set 2 and (e—f) set 3. Blue arrows point to zones of inter-particle separation and green arrow indicate presence of intra-particle failure.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

their amount percentage over the overall particle population matched
the measured DE [36]. The slowest particle velocity in these grouped
particle population was chosen as the corresponding V¢ of the studied
powder set. Fig. 14 highlights, i.e. in black and green, all particles
traveling faster than the critical velocity evaluated for each case, while
Table 4 summarizes the obtained V¢ values. The increase of particle
impact temperature results in a decrease of V¢ for each powder set, as
suggested by theoretical models that predict a decrease in V¢ as particle
impact temperature increases [71].

6.1.2. Particle size effect

The particle native oxide layer thickness and oxide content can in-
fluence V¢ and thus DE. The thicker the oxide layer, the more kinetic
energy is required to break and remove this shell, reducing the energy
available for particle and substrate plastic deformations that lead to
bonding. Particle oxygen content was detected through inert gas fusion
method for the current particle sets. Assuming that the oxygen content is

solely associated to the surface oxide, it was found that this layer
decreased from 15.4 + 3.3 nm for powder set 1 to 10.2 £+ 2.8 nm for
particle set 3 [72], which can also be used to partially explain the V¢
observed reduction with particle size. If the oxygen content originates
from oxygen inclusions present at grain boundaries, it is expected that
the oxide-dispersion strengthening process during deformation will be
of less consequence for larger particle size due to the lower oxide con-
centration in larger particle volumes, leading again to a lower V¢ as
particle size increases. This size dependent influence on V¢ is more easily
demonstrated for LPIT as the impact temperature remains low and
almost constant for all three particle sets, thus only the diameter is
changed. It is observed that particle V¢ decreases with increasing par-
ticle size.

Fig. 8 shows that the measured DE of all coatings decreases with
particle size. As particle size increases, Fig. 14 shows that the velocity
distribution shifts towards slower speeds, following approximately the
relation V, x d” 172 given between particle velocity vs particle diameter
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Table 4
V¢ for all three powder sets and both low and high particle impact temperature.

Powder Set 1 (frreraze =30 Sot2 (Porsge =53 Set 3 (Pperape = 63
size (] pm) jm)

LPIT Vi 637 m/s 604 m/s 582 m/s

HPIT Vo 993 m/s 568 m/s 561 m/s

[72]. This results in lower DE despite the reduction of Vi associated with
larger particle size as the particle impact velocity decreases more rapidly
than its Ve.

6.1.3. Subswmate surface srate influence

6.1.3.1. Roughness. The substrate surface roughness, which mostly af-
fects the first layer of deposited material, shows no influence/trend on
measured DE, as presented in Fig. 8. If any, the effects, which would take
place only at the interface between the first particle layer and substrate,
are being suppressed by the overall averaging process involved in DE
measurement. Analogously, the V¢ determined from Fig. 14 is almost
inclusively the V¢ amongst the CS aluminum particle lavers, which also
disregards the influence of substrate surface properties. However, due to
the harder nature of the steel substrate in comparison to the CS
aluminum, the V¢ values of the first impinging particles are expected to
be lower than the reported numerical values in the current study [71,73]

6.1.3.2. Temperamre. The substrate temperature in the current study
has been indirectly varied by adjusting the gun traverse speed in the

LPCS system to induce varying gas/substrate impact interaction times.
Based on obtained results shown in Fig. S, the substrate temperature
shows no significant influence on measured DE. This can be associated to
the DE measurement averaging process and/or limited instant local
surface temperature rise the change in gun traverse speed generates
and/or restricted heat transfer processes it produces across the interface,
As the most probable and substantial cause is related to the DE mea-
surement process, actual local temperature effects can be present. If any,
the effects of temperature rise, through gun traverse speed modifica-
tions, on V¢ are twofold. A temperature rise ecan enhance substrate
deformation during impact, which ean promote proper substrate oxide
fracture and removal resulting in a decrease of V¢. In addition, the in-
crease in temperature and extended jet time from decreased gun traverse
speed can also improve surface cleaning processes i.e. organic debris,
permitting proper fresh-metal contact for eventual bonding. On the
other hand, substrate surtace temperature rise can likewise increase V¢
from possible substrate oxide scale growth during the cooling process
within the atmospheric environment occurring once the hot supersonic
nitrogen stream leaves the substrate surface. As the growth of an oxide
scale has a direct measurable impact on adhesion, this possible influence
of temperature will be verified and discussed in the next section.

6.2. Adhesion strength

While the DE and V¢ can simply be defined based on a binary “suc-
cessful vs unsuccessful” deposition criteria, the coating properties such
as adhesion strength account for the variety of particle impact charac-
teristics. This is particularly the case for the HPIT cases in which a large
population of particles with different impact characteristics achieves
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successful deposition while only a limited collection does deposit in the
case of LPIT as revealed by the lower DE. This breadth of particle impact
characteristics is expected to affect the coating overall structure and
adhesion.

The particle impact characteristics variance is presented in Fig. 15,
which illustrates the particle population at the nozzle exit reaching
speeds above V¢ from the particle streak results presented in Section
4.2, One can observe that the particles spread for the LPIT case corre-
sponds well with the experimental single spot sprays (nozzle not mov-
ing) included in Fig. 15a and c for set 1 and set 3 respectively. This
dispersion confirms the departure of particle distribution from stream
symmetry and attests skewed particle size dependent trajectory. In the
HPIT cases, the particle spread includes a clear high particle concen-
tration at the nozzle center and a gradual decrease in particle stream
density following a Gaussian-like distribution, as most commonly
observed in CS depositions [74]. In addition to all particles reaching
warmer temperatures than in LPIT cases, a large temperature distribu-
tion is also detected for all three sets.

6.2.1. Particle temperature effect

For a set particle diameter, V¢ can vary significantly as the impact
particle temperature can fluctuate from one particle to another based on
their in-flight history. To relate particle impact characteristics to the
inherent individual particle Vg, the following expression is used for
material impacting on the same material [75];

a [T, T,
vf=k.\/c,)(T,,, ~T,) + 16 Z(ﬁ)

where Ty, is the particle melting temperature, T;, is the particle impact
temperature, o is the tensile strength of the particle material at 293 K, k;
is a particle size-dependent fitting parameter and ¢ is the specific heat of
the particle material. To find the size-dependent dimensionless fitting
parameter, kj, the LPIT characteristics have been utilized as their tem-
perature has been found to be very similar for all particle size range. The
T, term has been taken as the average particle exit temperature and V¢
as the numerically calculated V¢ of each powder set. The resulting

(16)

particle size dependent fitting parameters are 0.56, 0.59 and 0.62 for
powder sets 1, 2 and 3 respectively, which fits within the range antici-
pated during the development of Eq. (14) [75].

Using these values of kj, the dimensionless parameter n =V / Vg is
used to qualitatively evaluate the extent at which each particle exceeds
its inherent V¢ for each deposited feedstock set and for both LPIT and
HPIT cases. The results are outlined in Fig. 16 using a box and whisker
plot in which the quartile caleulation excludes the median and upper
outliers. For particles impacting on the same material, larger n values
would lead to larger adhesion/cohesion strengths [75], but this is not
always the case for the adhesion of dissimilar materials [76]. In the
current work, since all studied conditions generate a minor substrate
deformarion compared to the particle, the provided trends in Fig. 16 are
considered representative. However, no quantitative significance is
given to values of n as the overall influence of substrate nature on
deposition is disregarded in both the current calculated V¢ values and
Eq. (14).

One can observe that for the same feedstock set and for both LPIT and
HPIT cases, the average value of n is slightly larger for the latter case, as
a result of the increased particle impact temperature. One should expect
the HPIT cases to exhibit larger adhesion/cohesion strengths than their
low particle temperature counterparts that were sprayed at the same
impaet velocity but lower r. Although only the effect on cohesion has
been recorded through powder set 3 measured strength, it is expected
that both powders set 1 and set 2 follow the trend despite the glue failure
and consequently unknown actual adhesion strength.

However, this expected trend is not observed. This suggests that the
adhesion strength might be governed by other factors than solely by
those included in the 1) parameter. It is anticipated that the extensive in-
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Fig. 15. Particle spread colored based on local particle velocity (top) and
temperature (bottom) for the low (left) and high (right) particle impact tem-
perature deposits, and for a) set 1, b) set 2 and c) set 3. Particle individual size,
within each set, is illustrated by varying the representative dot dimensions. The
powder injection in the LPCS is oriented from the negative-x axis towards the
origin as demeonstrated by the included arrows. Inserts of experimental LPCS
spot spray depaosits are incorporated to additionally demonstrate the simulation
result accuracy.
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Fig. 16. Particle n = V / V¢ for all three sets of feedstock powder and for deposits generated at varying particle in-flight temperature. The minimum and maximum

values exclude outliers.

situ hammering as a result of low DE for the LPIT cases must govern the
adhesion/cohesion results for these three sets. Bouncing off particles
provide significant in-situ hammering/shot peening to increase the
deformation of deposited particles, improve the oxide film removal
through shear and enhance interfacial fresh metal contact pressure of
particles adhered to the substrate surface, all of which are considered
factors contributing to adhesion. The results also suggest a particle
impact temperature threshold under which impingement becomes the
primary factor governing adhesion/cohesion strength.

6.2.2. Particle size effect

For the LPIT cases, an increase in bonding strength with an increase
in particle size is observed and is associated primarily to the decrease of
DE with particle size, which enhances the impingement effect as pre-
viously explained. In addition, the slower cooling rates associated with
larger particles following deposition can lessen thermal stresses and
shrinkage related local in-situ de-bonding processes, favoring de-
velopments and subsistence of atomic bonding [77]. For the HPIT cases,
the influence of particle size on adhesion is associated to both the par-
ticle size dependent impact temperature and velocity. As observed in
Fig. 15, an increase in particle size leads to an important drop in tem-
perature and velocity distribution, which together lower the particle
population capable of exceeding velocities well above their Vg, i.e.
reduced 1, leading to the observed reduction in adhesion with particle
size. Analogously, the inter-particle cohesion strength is also expected to
decrease with decreasing n values, which is shown to occur in the cur-
rent study as the coating fracture mode shifts from adhesion (set 1 and
set 2) to a mixture of cohesion/adhesion (set 3) with increasing size, as
shown in Fig. 11g-h-i.

6.2.3. Substrate surface state influence

6.2.3.1. Roughness. The low coating adhesion strength of LPIT cases on
grit blasted surfaces, as presented in Fig. 10, is associated to the sub-
strate topography influence on particle deformation. The roughened
surface restricts material flow localization, heat generation and contact

pressure, which deprives the interface of processes required for the
generation of strong metallic bonds [44]. In addition, rough surface
profiles can trap disrupted oxide film residues serving directly as a
barrier to fresh-metal contact [44]. Since the same adhesion trend is
observed for the HPIT cases, it can be hypothesized that the ) parameter
values reached in the current study are insufficient to alter the contaet
processes. Provided that the adhesion values fall below 20 MPa, the
coating connection onto the substrate results predominantly, if not
entirely, from mechanical anchoring [44].

6.2.3.2. Temperature. In the LPIT deposits, the powder set 1 and set 2
minor adhesion decline as the traverse speed is decreased to 10 mm/s,
might be associated to an oxide scale growth process rendering direct
fresh metal contact difficult. As discussed in Section 6.1.3, the oxide
growth can result from the substrate surface exposure to the environ-
ment after being heated by the impacting supersonic gas flow at low
traverse speed. This oxide film influence is inclined to be more notice-
able for smaller particle size as they travel at lower Eg alongside an
initially larger native oxide film. On the other hand, since the HPIT
deposits have been generated at the highest gun traverse speed, i.e. 150
mm/s, and that the observed wall jet radial flow and recirculating
stagnation zone are found to be at much colder temperatures than in the
LPCS system, it is evident that the substrate temperature effects, if any,
are diminished. Consequently, all measured coating bonding strength
outcomes reflect predominantly the exposed particle characteristics in-
fluence on adhesion, which is also in agreement with the previously
proposed conclusions provided in Section 6.2.1.

6.2.4. Crack propagarion mechanisms

Although LPIT deposits sprayed at 10 mm/s and 150 mm/s undergo
similar in-situ peening processes and reach overall comparahle bonding/
failure strengths, they undergo dissimilar fracture processes, as shown in
Figz. 11 in which the powder set 2-3 present a predominant glue failure
when sprayed at 150 mm/s. Due to the low DE under which both
coatings are deposited, general microstructural features such as
pancake-like particle-particle deformation, presence of mechanical
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anchoring at particle junctions and intermingled particle splat contact
area are expected to exist in both deposits. Neglecting impact associated
recrystallisation feature dissimilarities, the different fracture processes
can be linked to the dissimilar thermal history/in-situ annealing asso-
ciated with gun traverse speed and to the different number of deposit
layers utilized. Lack of a complete microstructural evaluation, however,
restricts the confirmation of the exaet impaet related phenomena that
lead to the dissimilar fracture surfaces in both LPIT depositions.

For the HPIT cases, the limited in-situ peening process inherent to the

high DE restricts particle deformation as observed in Fig. 9. The coating
cohesion failure, recorded for powder set 3 and shown in Fig. 11i con-
firms the significance of particle-particle boundary characteristics,
associated to the 1 value under which deposition occurs, and the pres-
ence of preferable low energy crack propagation paths on coating
strength and effective properties. Powder set 1 and set 2 exhibit
increased particle-particle cohesion strength due to their depositions
under larger n parameter, resulting in a localized coating fracture rather
than a cohesive failure or full adhesion separation.

6.3. Bend-to-break tests

The improved apparent ductility of the LPIT coatings, observed in

Fig. 12a, can be attributed to the presence of crack blunting, erack
deflection mechanisms and/or particle-particle fish scale structural ef-
fect [78] serving to distribute the deformation, mitigate stress concen-
tration and provide pseudo-plasticity, i.e. deformation facilitated by
particle boundary sliding [78,79]. These mechanisms related to the
particle microstructural arrangement resulting from the high level of in-
situ peening, lead to the irregular fracture surface depicted in Fig. 13.

For the HPIT coatings, despite the larger n values compared to the

LPIT deposits, the reduced apparent ductility and brittle fracture
occurring during the bend-to-break tests, as shown in Fig. 12b—e, are
attributed to increased cohesion bonding that limits the fish scale effect.
Recognizing that a crack path propagates along the easiest low-energy
route, existing porosity and microcracks may all lead to premature
fracture of the tested samples. The fracture surface of a fast growing and
propagating crack, in a particle network, theoretically shows limited
material deformation and fragmentation, original particle surface fea-
tures and overall low coating bending ability, which is observed in the
fracture surfaces of Fig. 13.

7

Conclusions

The current work studied the influence of pure aluminum particle

impact temperature, i.e. colder vs warmer particles, for a given particle
size, on steel substrate cold spray deposition and coating properties,
using both experimental and modeling results. The following conclu-
sions are drawn:

1.

-

For sprays characterized by colder particle impact temperature

The DE is low (below 10%) for all particle size ranges, as most par-
ticles do not experience sufficient deformation upon impact with the
substrate to achieve bonding. The DE decreases with increasing
particle size as the reduction of their impact velocity is not
compensated by the decrease of their eritical velocity.

. The coating adhesion strength increases drastically with particle size,

under constant y depositions, as a result of the severe in-situ
hammering processes induced by decreasing DE with particle size.

. The in-situ shot-peening also leads to the formation of important fish

scale effect, which provides the coating with pseudoplasticity and
apparent ductility.

For sprays characterized by warmer particle impact temperature

. The DE is large (above 60%) due to sufficient particle deformation

upon impact with the substrate, promoted by the warmer particle

Surface & Coatings Technology 406 (2021) 126735

impaet temperature. The DE decreases with particle size as their
decrease in impact velocity is not counterbalanced by their decline in
critical velocity.

. The coating adhesion/cohesion strength decreases with particle size

and is governed by the non-dimensional parameter 5. Despite their
intrinsically increasing Vg, smaller particles reach much higher
impaet temperatures, which sufficiently decreases their Vg, and
much higher impact velocity due to their lower mass. With
increasing particle size and constant gas stagnation parameters,
larger particles are inherently heated to lower temperatures, which
are sufficient to increase DE from room temperature impact depo-
sition but observed to be consequently detrimental for cohesion
processes.

. Higher particle cohesion related to high n values limit fish-scale like

effects during deformation. However, the high level of defects
(porosity, unbonded areas) lead to brittle-like fracture characterized
by a straight crack trajectory.

Declaration of competing interest

The authors declare that they have no known competing financial

interests or personal relationships that could have appeared to influence

the

work reported in this paper.

Acknowledgements

This project was funded by the Government of Canada. The authors

would like to acknowledge the work of the technical officer’s team in
Boucherville: K. Bricault, F. Belval, P. Dionne and C. Hoang.

References

1

[21

[3

[41

51

[61

71

8]

91

o]

1

[z

3]

N. Sanpo, M.L. Tan, P. Cheang, K.A. Khor, Antibacterial property of cold-sprayed
HA-ag/PEEK coating, J. Therm. Spray Technol. 18 (2009) 10-15, https://doi.org/
10.1007 /511666-008-9283-0.

H. Che, X. Chu, P. Vo, 5. Yue, Cold spray of mixed metal powders on carbon fibre
reinforced polymers, Surf. Coatings Technol. 329 (2017) 232-243, https://doi.org/
10.1016/j.surfcoat. 2017.09.052.

M. Yamada, H. Isago, H. Nakano, M. Fukumato, Cold spraying of TiO2
photocatalyst coating with nitrogen process gas, J. Therm. Spray Technol. 19
(2010) 1218-1223, htips://doi.org/10.1007/511666-010-8520-1,

H. Katanoda, M. Fukuhara, N. lino, Numerical study of combination parameters for
particle impact velocity and temperature in cold spray, J. Therm. Spray Technol.
16 (2007) 627-633, hitps://doi.org/10.1007/511666-007-9087-7,

A. Nastic, M Vijay, A Tieu, S Rahmati, B Jodoin, Experimental and numerical study
of the influence of substrate surface preparation on adhesion mechanisms of
aluminum cold spray coatings on 300M steel substrates, J. Therm. Spray Technol.
26. doi:https://doi.org/10.1007/51 1666-017-0602-1 (n.d.).

Y. Cormier, P. Dupuis, B. Jodoin, A. Ghaei, Finite element analysis and failure
mode characterization of pyramidal fin arrays produced by masked cold gas
dynamic spray, J. Therm. Spray Technol. 24 (2015) 1549-1565, https://doi.org/
10.1007/511666-015-0317-0.

S. Yin, X, Wang, W. Li, H. Liao, H. Jie, Deformation behavior of the oxide film on
the surface of cold sprayed powder particle, Appl. Surf. Sci. 259 (2012) 294-300,
https://dol.org/10.1016/J. APSUSC.2012.07.036.

M. Hassani-Gangaraj, D. Veysset, K.A. Nelson, C.A. Schuh, Impact-bonding with
aluminum, silver, and gold microparticles: toward understanding the role of native
oxide layer, Appl. Surf. Sci. 476 (2019) 528-532, https://doi.org/10.1016/J.
APSUSC.2019.01.111.

P.C. King, S.H. Zahiri, M. Jahedi, Microstructural refinement within a cold-sprayed
copper particle, Metall. Mater. Trans. A Phys. Metall. Mater. Sci 40 (2009)
2115-2123, https://doi.org/10.1007//511661-009-9882-5.

Y. Sheng, C.J. Lawrence, B.J. Briscoe, C. Thornton, Numerical studies of uniaxial
powder compaction process by 3D DEM, in: Eng. Comput. (Swansea, Wales), 2004,
pp. 304317, htips://doi.org/10.1108/0264440041 0519802,

L. Tan, Y. Li, F. Liu, Y. Nie, L. Jiang, Microstructure evolutions of a powder
metallurgy superalloy during high-strain-rate deformation, J. Alloys Compd. 789
(2019) 506-517, https://doi.org/10.1016/].jallcom.2019.03.080.

Y. Xiong, K. Kang, G. Bae, 5. Yoon, C. Lee, Dynamic amorphization and
recrystallization of metals in kinetic spray process, Appl. Phys. Lett. 92 (2008),
194101, h /doi.org/10.1063/1.2928218,

W.-Y. Li, C. Zhang, X.P. Guo, G. Zhang, H.L. Liao, C. Coddet, Deposition
characteristics of Al-128i alloy coating fabricated by cold spraying with relatively
large powder particles, Appl. Surf. Sci. 253 (2007) 7124-7130, https://doiorg/
10.1016,/J.APSUSC.2007.02.142.

158



A. Nastic

Chapter 5- Research Projects Results

A. Nastic et al.

[14]

[13]

[16]

071

(8]

191

[20]

[21]

[22]

[23]

[24]

[26]

271

[28]

[29]

301

31]

[32]

331

[34]

[35]

361

371

[38]

A. Nastic, B. Jodoin, Evaluation of heat transfer transport coefficient for cold spray
through computational fluid dynamics and particle in-flight temperature
measurement using a high-speed IR camera, J. Therm. Spray Technol. 27 (2018)
1491-1517, https://doi.org/10.1007/511666-018-0787-y.

X.J. Ning, Q.5. Wang, Z. Ma, H.J. Kim, Numerical study of in-flight particle
parameters in low-pressure cold spray process, J. Therm. Spray Technol. 19 (2010)
1211-1217, https://doi.org/10.1007/511666-010-9548-2.

W.-Y. Li, H. Liao, H.-T. Wang, C.-J. Li, G. Zhang, C. Coddet, Optimal design of a
convergent-barrel cold spray nozzle by numerical method, Appl. Surf. Sci. 253
(2006) 708-713, hitps oi,org/10.1016/j.apsusc.2005.12.157,

R.N. Raoelison, L.L. Koithara, 8. Costil, C. Langlade, Turbulences of the supersonic
gas flow during cold spraying and their negative effects: a DNS CFD analysis
coupled with experimental observation and laser impulse high-speed
shadowgraphs of the particles in-flight flow, Int. J. Heat Mass Transf. 147 (2020),
https://doi.org/10.1016/].ijheatmasstransfer.2019.118894,

B. Samareh, O. Stier, V. Liithen, A. Dolatabadi, Assessment of CFD modeling via
flow visualization in cold spray process, J. Therm. Spray Technol. 18 (2009)
934-943, httpe://doi.org/10.1007 /s11666-009-9363-9.

J. Pattison, S. Celotto, A. Khan, W. O'Neill, Standoff distance and bow shock
phenomena in the cold spray process, Surf. Coatings Technol. 202 (2008}
1443-1454, https://doi.org/10.1016/j.surfcoat. 2007.06.065.

V.F. Kosarev, 5.V. Klinkov, A.P. Alkhimov, A.N. Papyrin, On some aspects of gas
dynamics of the cold spray process, J. Therm. Spray Technol. 12 (2003) 265-281,
https://doi.org/10.1361/105996303770345354.

5. Yin, M. Zhang, Z. Guo, H. Liae, X. Wang, Numerical investigations on the effect
of total pressure and nozzle divergent length on the flow character and particle
impact velocity in cold spraying, Surf. Coatings Technol. 232 (2013) 290-297,
https://doi.org/10.1016, rfcoat.2013.05.017.

G. Huang, D. Gu, X. Li, L. Xing, H. Wang, Numerical simulation on syphonage effect
of laval nozzle for low pressure cold spray system, J. Mater. Process. Technol. 214
(2014) 24972504, htips://doi.org/10.1016/j.jmatprotec.2014.05.014.

A. Bacciochini, 5. Bourdon-Lafleur, C. Poupart, M. Radulescu, B. Jodoin, Ni-Al
nanoscale energetic materials: phenomena invelved during the manufacturing of
bulk samples by cold spray, J. Therm. Spray Technol. 23 (2014) 1142-1148,
https://doi.org/10.1007/511666-014-0078-1.

D. MacDonald, S. Leblanc-Robert, R. Fernandez, A. Farjam, B. Jodoin, Effect of
nozzle material on downstream lateral injection cold spray performance, J. Therm.
Spray Technol. 25 (2016) 1149-1157, https://doi.org/10.1007/51 1666-016-0426-
4,
H. Che, X. Chu, P. Vo, 5. Yue, Metallization of various polymers by cold spray,

J. Therm. Spray Technol. 27 (2018) 169-178, https://doi.org/10.1007 /z11666-
017-0663-1.

D. MacDonald, R. Fernandez, F. Delloro, B. Jodoin, Cold spraying of Armstrong
process titanium powder for additive manufacturing, J. Therm. Spray Technol. 26
(2017) 598-609, https://doi.org/10.1007 /51 1666-016-0489-2,

S. Bagherifard, I. Femandez Parienete, R. Ghelichi, M. Guagliano, 5. Vezzii, Effect
of shot peening on residual stresses and surface work-hardening in cold sprayed
coatings, Key Eng. Mater. 417-418 (2009) 397-400, hitp=://doi.org/10.4028/
www.scientific.net/KEM.417-418,397.

J.-0. Kliemann, H. Gutzmann, F. Gartner, H. Hiibner, C. Borchers, T. Klassen,
Formation of cold-sprayed ceramic titanium dioxide layers on metal surfaces,

J. Therm. Spray Technol. 20 (2011) 292-298, https://dol.org/10.1007 /511666~
010-9563-3.

E. Sansoucy, P. Marcoux, L. Ajdelsztajn, B. Jodoin, Properties of SiC-reinforced
aluminum alloy coatings produced by the cold gas dynamie spraying process, Surf.
Coatings Technol. 202 (2008) 3988-3996, https://doi.org/10.1016/J.
SURFCOAT.2008.02.017.

E. Sansoucy, G.E. Kim, A.L. Moran, B. Jodoin, Mechanical characteristics of Al-Co-
Ce coatings produced by the cold spray process, J. Therm. Spray Technol. 16
(2007) 651-660, https://doi.org/10.1007 /51 1666-007-9099-3.

W. Wong, A. Rezaeian, E. Irissou, J.G. Legoux, S. Yue, Cold spray characteristics of
commercially pure Ti and Ti-6Al-4V, Adv. Mater. Res. 89-91 (2010) 639-644,
https://doi.org/10.4028/www.scientific.net/AMR.89-91.639.

V.S. Bhattiprolu, K.W. Johnson, 0.C. Ozdemir, G.A. Crawford, Influence of
feedstock powder and cold spray processing parameters on microstructure and
mechanical properties of Ti-6Al-4V cold spray depositions, Surf. Coatings Technol.
335 (2018) 1-12, https://doi.org/10.1016/J.SURFCOAT.2017.12.014.

D.L. Gilmore, R.C. Dykhuizen, R.A. Neiser, M.F. Smith, T.J. Roemer, Particle
velocity and deposition efficiency in the cold spray process, J. Therm. Spray
Technol. 8 (1999) 576-582, https://doi.org/10.1361,/105996399770350278.
T.H.V. Steenkiste, J.R. Smith, R.E. Teets, Aluminum coatings via kinetic spray with
relatively large powder particles, Surf. Coatings Technol. 154 (2002) 237-252,
https://doi.org/10.1016/50257-8972(02)00018-X.

F. Raletz, M. Vardelle, G. Ezo'o, Critical particle velocity under cold spray
conditions, Surf. Coatings Technol. 201 (2006) 1942-1947, htips:
10.1016/j.surfcoat.2006.04.061.

X.-J. Ning, J.-H. Jang, H.-J. Kim, The effects of powder properties on in-flight
particle velocity and deposition process during low pressure cold spray process,
Appl. Surf. Sci. 253 (2007) 7449-7455, https://doi.org/10.1016/J.
APSUSC.2007.03.031.

S. Yin, X. Wang, X. Suo, H. Liae, Z. Guo, W. Li, C. Coddet, Deposition behavior of
thermally softened copper particles in cold spraying, Acta Mater. 61 (2013)
51055118, hitps://doi.org/10.1016/j.actamat.2013.04.041,

W.-Y. Li, H. Liao, G. Douchy, C. Coddet, Optimal design of a cold spray nozzle by
numerical analysis of particle velocity and experimental validation with 316L

‘doi.org/

391

[401

[#1]

421

431

[44]

[43]

[46]

471

48]

491

501

=11

521

B3]

541

551

[56]

571

581

9]

60]

611

621

631

64

Surface & Coatings Technology 406 (2021) 126735

stainless steel powder, Mater. Des. 28 (2007) 2129-2137, https://doi.org/
10.1016/J 5.2006.05.016.

Y. Xie, M.P. Planche, R. Racelison, P. Herve, X. Suo, P. He, H. Liao, Investigation on
the influence of particle preheating temperature on bonding of cold-sprayed nickel
coatings, Surf. Coatings Technol. 318 (2017) 99-105, hitps://doi.orz/10.1016/5.
surfeoat.2016.09.037.

C.W. Ziemian, W.J. Wright, D.E. Cipoletti, Influence of impact conditions on
feedstock deposition behavior of cold-sprayed Fe-based metallic glass, J. Therm.
Spray Technol. 27 (2018) 843856, https://doiorg/10.1007 /51 1666-018-0720-4,
A. Sova, 5. Grigoriev, A. Kochetkova, L. Smurov, Influence of powder injection
point position on efficiency of powder preheating in cold spray: numerieal study,
Surf, Coatings Technol. 242 (2014) 226-231, https://doi.org/10.1016/j.
surfeoat. 2013.10.078.

H.J. Kim, C.H. Lee, 5.Y. Hwang, Fabrication of WC-Co coatings by cold spray
deposition, Surf. Coatings Technol, 191 (2005) 335-340, https://doi.org/10.1016/
j.surfcoat.2004.04.058.

M.R. Rokni, 5.R. Nutt, C.A. Widener, V.K. Champagne, R.H. Hrabe, Review of
relationship between particle deformation, coating micrestructure, and properties
in high-pressure cold spray, J. Therm. Spray Technol. 26 (2017) 1308-1355,
https loi.org/10.1007/511666-017-0575-0.

A. Nastic, M. Vijay, A. Tieu, 5. Rahmati, B. Jodoin, Experimental and numerical
study of the influence of substrate surface preparation on adhesion mechanisms of
aluminum cold spray coatings on 300M steel substrates, J. Therm. Spray Technel.
26 (2017), hteps oi.org/10.1007/511666-017-0602-1.

A. Nastic, Repair of Aluminum Alloy Aerospace Compenents and Cold Gas
Dynamic Spray Flow Distribution Study, Univeristy of Ottawa, 2015. hitps://ruor.
uottawa.ca/handle/10393/32998,

A. International, Standard Test Method for Adhesion or Cohesion Strength of
Thermal Spray Coatings, C633 - 13(2017), in: West Conshohocken, 2017.

ASTM D4145 - 10(2018) standard test method for coating flexibility of prepainted
sheet (n.d.). https://www.astm.org/Standards/D4145.htm (accessed September 2,
2020).

ANSYS FLUENT 12.0 theory guide - 15.2.2 turbulent dispersion of particles (n.d.).
https://www.afs.enea.it/project/neptunius/docs/fluent /html/th/node242. htm
(accessed April 3, 2020).

ANSYS FLUENT 12.0 theory guide - release 12.0, ANSYS-Guide. https://wwwr.afs.
enea.it/project/neptunius/docs/fuent/himl/th/node59.him, 2009, (Accessed 10
August 2020).

H. Tabbara, S. Gu, D.G. McCartney, T.S. Price, P.H. Shipway, Study on process
optimization of cold gas spraying, J. Therm. Spray Technol. 20 (2011) 608-620,
https://doi.org/10.1007/511666-010-9564-2,

P. Liebersbach, A. Foelsche, V.K. Champagne, M. Siopis, A. Nardi, D.P. Schmidt,
CFD simulations of feeder tube pressure cscillations and prediction of clogging in
cold spray nozzles, J. Therm. Spray Technol. 29 (2020) 400-412, https://doi.org/
10.1007/511666-020-00992-0.

0.C. Ozdemir, C.A. Widener, Influence of powder injection parameters in high-
pressure cold spray, J. Therm. Spray Technol. 26 (2017) 1411-1422, https://doi.
org/10.1007 /51 1666-017-0606-x.

R. Lupoi, W. O'Neill, Powder stream characteristics in cold spray nozzles, Surf.
Coatings Technol. 206 (2011) 1069-1076, hrtpe://doi orz/10.1016/].
surfcoat.2011.07.061.

X. Suo, S. Yin, M.P. Planche, T. Liu, H. Liao, Strong effect of carrier gas species on
particle velocity during cold spray processes, Surf. Coatings Technol. 268 (2015)
9093, hitps://doi.org/10.1016/].surfcoat.2014.04.039,

C.B. Henderson, Drag coefficients of spheres in continuum and rarefied flows, AIAA
J. 14 (1976) 707-708, https://doi.org/10.2514/3.61409,

B. Jodoin, F. Raletz, M. Vardelle, Cold spray modeling and validation using an
optical diagnostic method, Surf. Coatings Technol. 200 (2006) 44244432, https://
doi.org/10.1016/].surfcoat.2005.02.209,

T. Han, Z. Zhao, B.A. Gillispie, J.R. Smith, Effects of spray conditions on coating
formation by the kinetic spray process, J. Therm. Spray Technol. 14 (2003)
373-383, https://doi.org/10.1361,/105996305X59369.

V.K. Champagne, D.J. Helfritch, 5.P.G. Dinavahi, P.F. Leyman, Theoretical and
experimental particle velocity in cold spray, J. Therm. Spray Technol. 20 (2011)
425431, hetps://doi.org/10.1007/511666-010-9530-z.

5.V. Klinkov, V.F. Kosarev, A.A. Sova, L. Smurov, Calculation of particle parameters
for cold spraying of metal-ceramic mixtures, J. Therm. Spray Technol. 18 (2009)
944956, https://doi.org/10.1007/511666-009-9346-x.

T. Saito, M. Saba, M. Sun, K. Takayama, The effect of an unsteady drag force on the
structure of a non-equilibrium region behind a shock wave in a gas-particle
mixture, Shock Waves 20 (2007) 255-262, htips://doi.org/10.1007/500193-007-
0109-7.

A.M. Birt, V.K. Champagne, R.D. Sisson, D. Apelian, Microstructural analysis of
Ti-6A1-4V powder for cold gas dynamie spray applications, Adv. Powder Technol.
26 (2015) 1335-1347, https://doi.org/10.1016/J.APT.2015.07.008.

T. Stoltenhoff, H. Kreye, H.J. Richter, An analyzis of the cold spray process and its
coatings, J. Therm. Spray Technol. 11 (2002) 542-550.

X.K. Suo, T.K Liu, W.Y. Li, Q.L. Suo, M.P. Planche, H.L. Liao, Numerical study on
the effect of nozzle dimension on particle distribution in cold spraying, Surf.
Coatings Technol. 220 (2013) 107-111, https://doi.org/10.1016/].
SURFCOAT.2012.09.029.

C.Y. Wu, C. Thornton, L.Y. Li, Rebound behaviour of spheres during elastic-plastic
oblique impacts, in: Int, World Scientific Publishing Company, J. Mod. Phys. B,
2008, pp. 1095-1102, https://doi.org/10.1142/50217979208046372.

159



A. Nastic

Chapter 5- Research Projects Results

A. Nastic et al.

[65]

[66]

[67]

[68]

[69]

701

71]

[72]

0.C. Ozdemir, Q. Chen, S. Muftu, V.K. Champagne, Modeling the continuous heat
generation in the cold spray coating process, J. Therm. Spray Technol. 28 (2019)
108-123, https://doi.org/10.1007/511666-018-0794z.

J.C. Carling, B.L. Hunt, The near wall jet of a normally impinging, uniform,

axi ic, supersonic jet, J. Fluid Mech. 66 (1974) 159176, https://doi.org/
10.1017/80022112074000127.

A.G. McDonald, A.N. Ryabinin, E. Irissou, J.-G. Legoux, Gas-substrate heat
exchange during cold-gas dynamie spraying, J. Therm. Spray Technol. 22 (2013)
391397, https://doi.org/10.1007/511666-012-9528-0.

R. Singh, K.H. Rauwald, E. Wessel, G. Mauer, 5. Schruefer, A. Barth, S. Wilson,
R. Vassen, Effects of substrate roughness and spray-angle on deposition behavior of
cold-sprayed Inconel 718, Surf. Coatings Technol. 319 (2017) 249-259, hrtps://
doi.org/10.1016/j.surfcoat.2017.03.072.

P. Richer, B. Jodoin, L. Ajdelsztajn, E.J. Lavernia, Substrate roughness and
thickness effects on cold spray nanocrystalline Al-Mg coatings, J. Therm. Spray
Technol. 15 (2006) 246-254, https://doi.org/10.1361/105996306X108174.

S. Shin, 5. Yoon, Y. Kim, C. Lee, Effect of particle parameters on the deposition
characteristics of a hard/soft-particles compasite in kinetic spraying, Surf. Coatings
Technol. 201 (2006) 3457-3461, https://doi.org/10.1016/j.surfcoat. 2006.07.255.
H. Assadi, F. Gartner, T. Stoltenhoff, H. Kreye, Bonding mechanism in cold gas
spraying, Acta Mater. 51 (2003) 43794394, https://doi.org/10.1016/51359-6454
(03)00274-X.

K. Spencer, M.-X. Zhang, Optimisation of stainless steel cold spray coatings using
mixed particle size distributions, Surf. Coatings Technel. 205 (2011) 5135-5140,
https://doi.org/10.1016/].SURFCOAT.2011.05.020.

20

73]

74]

751

761

771

78]

781

Surface & Coatings Technology 406 (2021) 126735

J. Henao, A. Concustell, S. Dosta, N. Cinca, LG. Cano, J.M. Guilemany, Influence of
the substrate on the formation of metallic glass coatings by cold gas spraying,

J. Therm. Spray Technol. 25 (2016) 992-1008, https://doi.org/10.1007/511666-
016-0419-3.

V.N. Zaikovskii, S.V. Klinkov, V.F. Kosarev, B.M. Melamed, G.V. Trubacheev,
Centrol of spray spot shape in cold spray technology. Part 2. Spraying process,
Thermophys. Aeromechanies. 21 (2014) 223-230, https://doi.org/10.1134/
50869864314020085.

H. Assadi, T. Schmidt, H. Richter, J.-O. Kliemann, K. Binder, F. Gartner, T. Klassen,
H. Kreye, On parameter selection in cold spraying, J. Therm. Spray Technol. 20
(2011) 1161-1176, htips://doi.org/10.1007/511666-011-9662-9.

J.G. Legoux, E. Irissou, C. Moreau, Effect of Substrate Temperature on the
Formation Mechanizm of Cold-sprayed Aluminum, Zinc and Tin Coatings. doi:htt
pa://doi.org/10.1007 /511666-007-9091-y (n.d.).

T. Schmidt, F. Gartner, H. Assadi, H. Kreye, Development of a generalized
parameter window for cold spray deposition, Acta Mater. 54 (2006) 720-742,
https://doi.org/10.1016/). ACTAMAT.2005.10.005.

A. Browning, C. Ortiz, M.C. Boyce, Mechanics of composite elasmoid fish scale
assemblies and their bioinspired analogues, J. Mech. Behav. Biomed. Mater. 19
(2013) 75-86, https://doi.org/10.1016/].jmbbm.2012.11.003.

R.G. Crookes, B. Marz, H. Wu, Ductile deformation in alumina ceramics under
quasi-static to dynamic contact impact, Mater. Des. 187 (2020), 108360, https://
doi.org/10.1016/j.matdes.2019.108360.

160



54

A. Nastic Chapter 5- Research Projects Results

RESEARCH PROJECT 4

The following section presents the results obtained under the fourth research project, which has
studied the influence of particle impact characteristics effect on interfacial phenomena developed
upon impact. Wipe tests, i.e. well distributed single particle deposition, have been produced and
the contact surface of both deposited and rebounded particles has been studied. The substrate
surface impacted zone has also been analysed to further understand the phenomena occurring upon
particle bonding and rebounding processes. The study first demonstrates the presence of
asymmetrical deformation for all tested impact characteristics, which has been associated to particle
preferential grain orientation. Secondly, pressure dependent melting features have been detected
and the melt front trajectory explained through FEM. The interfacial high temperature zones
characteristics have been shown to affect the substrate surface and the particle bonding. Insufficient
particle temperature increase has shown to lead to both poor adhesion and cohesion processes,
while peening phenomena, as described in the previous work of section 5.3, have been shown to

enhance the bonding of cold particles.
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Particle Impact Characteristics Influence on Cold Spray Bonding: Investigation of

Interfacial Phenomena for Soft Particles on Hard Substrates
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Abstract

The influence of particle impact temperature and size on adhesion of soft particle/hard substrate material
in cold spray has been scarcely studied. While the relationship between particle impact conditions and
particle/substrate bonding are commonly established through FEM studies, they typically lack comparison
to experimental data. In the current study, spherical aluminum particles were deposited on polished steel
substrates using the cold spray process. Interfacial characterization was conducted to describe the
influence of particle size and impact temperature on deposition with particular focus on the generation
of metallurgical bonds for the soft/hard material combination. Characterization was performed by post-
mortem observation of removed adhered particles and collected rebounded particles contact surfaces.
Impacts have also been simulated to correlate experimental observations to interfacial temperature and
pressure values provided by the model that are otherwise impossible to measure in-situ. The influence of
pressure on melting temperature and of its temporal evolution with particle deformation on bonding are
studied.

Evidence of anisotropic particle deformation associated to microstructural orientation and grain
geometrical features has been observed irrespective of particle size and impact temperature and velocity.
Experimental evidence shows that the particle south pole experiences restricted deformation as the
original powder grain morphology was observed even after impact. Interfacial melt features have been
detected for both low and high impact temperature sprays and the pressure dependent melt zone
generation, propagation, stagnation and regression tracked through FEM has shown important influence
on single impact adhesion processes. It was determined that the melt zone increases with the increase of
particle size and impact temperature. Observed metallic bonding features and FEM indicate that
increasing particle velocity, i.e. decreasing particle size, accelerates particle bonding processes to occur
within tens of nanoseconds. Contact compressive pressure and interfacial expansion increases with
particle increasing velocity and temperature.

Keywords: Pressure Dependent Melting, Melt Front, Metallic Bonding, Impact Temperature, Peening,
Oxide Layer
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1 INTRODUCTION

The cold gas dynamic spray (CGDS) process accelerates
micron-size particles to high velocities (400m/s - 1000 m/s),
using a supersonic gas flow. After exiting the nozzle, the
high-speed particles impact a target surface generating
localized material heating and cooling rates up to 10% K/s,
strain levels above 10 and strain rates up to 10%sL. These
impact phenomena lead to physical/chemical processes
such as melting (Ref 1,2), phase transformation (Ref 3),
amorphization (Ref 4), jetting (Ref 5), oxide layer
fragmentation (Ref 6), twinning (Ref 7) and most
importantly atomic (also often referred to as metallurgical
or metallic) bonding (Ref 8).

It is widely accepted that solid-state atom-to-atom bonding
requires oxide-free clean surfaces to be put in contact
under high localised pressure (Ref 9,10). Finite element
modeling (FEM) has been used to confirm these findings
and visualize the bonding process during impact, as the
process length (microns) and time (nanoseconds) scales
prevent experimental measurements during CGDS (Ref 11—
14). Evidence of metallic bonding at particle/substrate
interfaces has been mostly based on cross-sectional
interface examinations, which have shown that the
metallurgically bonded zone is almost always ring-shaped,
between the particle south pole and the location of jetted
material (Ref 15-18).

Most studies have focused on the analysis of metallurgical
bonding occurrence and features for particle/substrate of
similar mechanical properties, referred to as hard/hard and
soft/soft material pairs (Ref 2,6,8,17,19-22). Material
combinations with comparable hardness to elastic modulus
ratio inevitably include concurrent interfacial mechanical
and metallurgical bonding mechanisms for which the
separate effects on adhesion are hardly dissociable.
However, for soft particle/hard substrate material pairs, the
substrate deformation is limited, and mechanical anchoring
is negligible. However, this limited substrate deformation
restricts proper native oxide layer removal and fresh-metal
contact impeding the creation of metallic bonds. For such
material pair, studies have demonstrated that increasing
substrate temperature can improve its deformation enough
to enhance metallic adhesion without generating
mechanical anchaoring (Ref 23-25). Nevertheless, the study
of substrate preheating on particle bonding is limited (Ref
26). Similarly, the influence of particle impact temperature
on adhesion for soft/hard material pairs is scarce. The
reported benefits of increasing particle temperature in
similar material combinations, such as the rise in interfacial
temperature promoting thermally softened zones,
deformation, oxide fracture, atomic mixing and
consequently bonding (Ref 27-30), might not be relevant to
the soft/hard material pair. An increase in particle

cation in 3 peer-reviewed

temperature would only accentuate further the particle
deformation without significant change to the substrate
plastic flow.

A study on particle impact temperature influence on
coating adhesion strength has reported that soft aluminum
deposited under cold particle impact temperatures on hard
steel provided increasing strengths with increasing particle
size (Ref 31). This rise in bonding has been predominantly
associated to the increasing in-situ peening frequency of
cold particles bouncing off instead of bonding to the
substrate with increasing particle size. The in-situ peening
was correlated with coating deposition efficiency, which
has shown to be very low for cold impact temperatures, i.e.
5 to 13%, and declining with increasing particle size (Ref
17,31). In comparison, for particles reaching the substrate
at a higher impact temperature, the coating adhesion
strength has shown a rise in coating adhesion with particle
decreasing size. The heated particles allowed an important
increase in deposition efficiency, i.e. 50 to 90%, which has
shifted the bonding mechanism to particle impact
characteristics (velocity and temperature) rather than in-
situ peening. While these results contribute to the
understanding of soft/hard material bonding processes, the
influence of particle impact temperature on interfacial
features and bonding processes at the individual particle
level has not been studied.

Consequently, the aim of the current study is to analyse the
effect of particle impact temperature and size on impact
characteristics and adhesion strength for the soft/hard
material combination at the individual particle level.
Spherical aluminum particles of varying size are deposited
at low and high impact temperature, while maintaining a
similar impact velocity, on a hard steel substrate material.
The current study provides a detailed characterisation of
interfacial phenomena based on particle size and impact
temperature. Adhered particles are removed from the
substrate, and the fracture surfaces are examined to
characterize the metallurgical bonding zones size,
geometry, and location. Rebounded particles are collected,
and their surfaces analysed. In addition, finite element
modeling (FEM) is used to correlate the experimental
observations to interfacial characteristics (pressure and
temperature).

2 EXPERIMENTAL PROCEDURES
2.1 Feedstock powder

The feedstock powder used is a commercially available pure
aluminum powder (Equispheres, ON, CA). The powder
manufacturing process produces solely spherical particles,
as shown in Figure 1 (a, b and c). This eliminates/reduces
the geometrical effects related to teardrop and irregular
powder shapes (Ref 12,32), such as generation of particle
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angular momentum, unclear initial impact contact point
and untraceable original geometry. In addition, the
aluminum particles have been sieved to yield three distinct
powder diameter ranges, as depicted in Figure 1 (a, b and
c), to allow a size dependent study. The average diameters
are 40um, 58um and 68um for set 1, set 2 and set 3,
respectively.

Equiaxed, dendritic and columnar grains surface
microstructures, shown in Figure 1 (d, e and f), are observed
in all three particle size sets. These microstructural
variations  result from directional solidification,
heterogeneous nucleation sites, particle to particle contact
and cooling rate during manufacturing (Ref 33-35). The
solidification rates can differ between the particle external
shell and interior bulk material (Ref 34,35). In the current
study, as shown in Figure 1 (g, h and i), the microstructure
is uniform  throughout the particle suggesting
homogeneous solidification rates. The same grain types are
also detected in the etched powder cross-sections.

Since loss in ductility is usually observed with the presence
of oxide dispersion, leading to reduced particle deformation

30 pm

Figure 1: BSD il
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upon impact, an elemental analysis focusing on oxygen
detection has been conducted for all powder sets. The
powder oxygen concentration has been measured using an
oxygen analyser (Leco ONH836, MI, USA) through the inert
gas fusion (IGF) method following the ASTM E 1019-03
standard. According to the analysis, presented in Table 1,
the oxygen concentration in the powder set 1 (smallest size
range) is almost twice the concentration detected in set 2
and set 3. From these measurements, the surface oxide
layer thickness has been approximated using the
assumptions that the oxygen is confined to the particle
surface and is of constant thickness (Ref 6) and the
following relation;

VoxPox

—_— =X e Ea. 1
Vapar + VoxPox ox (wese) 4

where X,,,. is the oxygen weight percent contribution to the
Al-powder from the surface oxide scale, p,,. and py; are the
aluminum oxide and pure aluminum densities, respectively
and V,, and V,; are the oxide shell and spherical pure
aluminum volume, respectively.

30 pm

J

ges of powders with diameter range between a) 13-48um with scarce powder below 13um (set 1), b) 48-63um (set 2) and c) 53-76 pm (set 3). d-

f) Types of surface morphologies observed through BSD, i.e. equiaxed, dendritic and columnar grains, and detected in all three powder sets. BSD analysis of
powder cross-sectional grain morphology after etching with Keller’s solution (g-h-i).
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The X, has been calculated using the measured oxygen
concentration, 0,, as follow:

My (Alz03) - O,

Eqg. 2
Mo(ALO5) ?

Kox pweag) = 1 —
where My, (Al,0;) and M,(Al,0;) are the molecular
weight of aluminum and oxygen in alumina, respectively.

Table 1 presents the measured oxygen content (ppm) along
with the corresponding calculated oxide thickness. The
alumina layer thickness is 4.15nm, 3.36nm and 3.94nm for
powder set 1, set 2 and set 3, respectively.

Table 1: Approximated surface oxide layer thickness {nm) calculated using
measured total oxygen content through IGF method.

38-45 pm 53-63 pm 63-75 pm

LECO (wt.%,

430 4.15nm 240 3.36nm 240ppm/3.94nm
thickness) ppm/ nm 240ppm/ nm240ppm/

The mechanical response of particles has also been
evaluated using an indenter equipped with a Berkovich tip.
Fifteen indents per powder sets have been analysed. The
indentations have been performed at a peak load of 0.03N,
a dwell time of 15s at the peak load and a loading/unloading
rate of 0.017N/s. As reported in Table 2, all three sets of
powder have comparable hardness. Observed deviations
are expected to be caused by grain size and grain geometry
variations detected in the powders, as shown previously in
Figure 1, and by any epoxy damping during loading.

Table 2: Powder hardness measurement obtained using instrumented
indentation.

38-45 pm 53-63 pm 63-75 pm

Hardness 393239MPa 368+59MPa 385+50MPa

Since the oxide thickness values obtained through IGF
approach values reported for aluminum powder using
transmission electron microscopy (TEM) and X-ray
photoelectron spectroscopy (XPS) (Ref 36), and that the
hardness results are similar, it can be concluded that the
oxygen is mostly confined to the particle surface, i.e. oxide
film. This is a realistic assumption since in common
aluminum powder manufacturing processes, such as gas
atomization, the oxygen is predominantly bound to the
surface (Ref 37).

Pl

tion in 3 peer-reviewed

2.2 Substrate material

Low carbon steel (SAE1018) has been used as substrate. Its
hardness has been measured at 90.5+ 0.3HRB. Substrate
samples have been cut into cylinders (25.4mm diameter
and 40mm height). Cold spray deposition was made on the
flat ends, which have been polished to a mirror surface
finish using 3pum abrasive suspensions.

2.3 Cold spray deposition

The deposition of individual particles is made through wipe
tests. In these tests, the spray jet is moved at 150mm/s, and
with limited powder feed rate. Commercially available (55T-
EP, Centerline Limited, Windsor, ON, CA and Oerlikon
Metco KINETIKS 4000, Schwytz, CH) CS systems have been
used to achieve cold and hot particle impact temperatures
for the same impact velocity. In the SST-EP system, a
polymer nozzle with a 2.0 mm throat diameter, 6.4mm exit
diameter and diverging length of 126mm was utilised. The
powder is injected radially, after the nozzle throat. A SiC
nozzle with a 2.7 mm throat diameter, 6.96 mm exit
diameter and 132 mm diverging length has been used in the
KINETIKS 4000 system. The powder injection is located at
the center of the converging nozzle section, without a pre-
chamber, and oriented parallel to the nozzle axis. Prior to
the deposition process, all substrates have been cleaned

and degreased in an ethanol ultrasonic bath.

The process gas stagnation parameters were set to obtain
the same particle impact velocity for both systems. These
velocities have been measured and reported in (Ref 31).
Both systems used a gas stagnation temperature and
pressure of 500°C and 3.45MPa, respectively. The standoff
distance was set to 15mm. Validated CFD models have been
utilized in (Ref 31) to evaluate the particle impact
temperature and velocity and critical velocities, which are
reported in Table 3 for both low particle impact
temperature (LPIT) sprays, obtained using the SST-EP
system, and high particle impact temperature (HPIT) sprays,
obtained using the KINETIKS 4000 system. As shown in
Table 3 the critical velocity for HPIT (V¢ _peir) is much lower
than the one for LPIT (V¢ (pir) sprays. This decrease results
from the larger particle impact temperature for HPIT
depositions, which allows higher deformation and
improved oxide breakage and removal (Ref 31). The impact
temperature reached by particles traveling at the
corresponding critical velocities is referred to as T, and Ty
for LPIT and HPIT sprays, respectively, as presented in
Table 3.
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Table 2: CFD results of particle in-flight velocity and temperature {average and critical) for all three sets of powder taken from (Ref 31). The V¢ or and V. ey relate
to the critical velocity of LPIT and HPIT sprays, respectively. T, and Ty refer to the LPIT and HPIT sprays particle temperature, respectively, traveling at these
respective critical velocities.

LPIT
Particle velocity (m/s) and temperature [°C) 40pm 58um 68um
Average 651m/s,51°C 609m/s, 36°C 587m/s, 34°C
Critical (Ve e, T 637m/s, 40°C 604m/s, 35°C 582my/s, 33°C
HPIT
Particle velacity (m/s) and temperature [°C) 40pm 58um 68um
Average 626m/s, 123°C 586m/s, 92°C 574m/s, 85°C

Critical (Ve_rem, Tn)

593m/s, 191°C

568m/s, 123°C

561m/s, 122°C

2.4 Single particle deposition analysis

The sprayed surfaces have been analysed to characterize

3 FINITE ELEMENT MODELING

3.1 Impact process

the interfacial phenomena generated by incoming particles.

Rebounding particles have been collected during spray The commercially available ABAQUS/Explicit finite element

analysis (FEA) software has been used to study the effect of
particle impact temperature on particle/substrate impact
dynamics. The impact was simulated using a Lagrangian

using a metal screen covered with double-sided carbon
tape to allow the attachment of particles upon their contact
with the screen, as illustrated in Figure 2a. Adhered

particles have been pulled off from the substrate. As approach with quadrilateral  coupled

displacement elements (CAX4RT) for
particles and steel substrate, to properly capture the effect
of heating due to plastic deformation. The mesh size was

temperature-

illustrated in Figure 2b, a thermally curing elastomeric the aluminum

adhesive, FM1000 (Cytec Engineering Materials, MD, USA),

was used to attach the sprayed substrate surface to a
set to 1/145d,, to ensure mesh independent results and

ensure proper resolution at the contact interface elements
(Ref 11,38). A fixed boundary condition was set on the
substrate bottom surface. To eliminate the effect of

counter sample. Upon separation of the glued samples, two
surfaces are generated. The counter sample holds de-
bonded particles displaying the
characteristics and the substrate

contact interface

specimen provides
reflective waves from substrate boundaries on the impact

process and to avoid excessive computational costs, the

information about residual bonds. Together, these surfaces
provide a complete image of the
particle/substrate bonding. Scanning electron microscopy
(SEM, Oxford EVO-MA10, UK),
backscattered detector (BSD) and Energy-dispersive X-ray

achieved
substrate diameter and height was set to 10 times the

particle diameter.
temperature, 25°C, for all cases.

The substrate was set at room

Instrument, 7eiss,
spectroscopy (EDS) have been used to study all specimens.
An optical microscope (VHX-2000 Keyence, ON, CA) has
been utilized to provide both top view images and 3D

The contact interaction at the particle/substrate interface is
modeled using the surface-to-surface kinematic constraint
enforcement method, which minimizes the penetration of

article profiles. . .
p P contacting surfaces elements and consequently increases

results accuracy. The interaction properties at the
contacting surfaces have been described using a tangential
penalty with a coefficient of kinetic friction, y,,, equal to 0.5
(Ref 8), a hard pressure-overclosure normal behavior and a

heat generation formulation.

Rebounded particies traces b'

SIDE VIEW

""" Beskdhasl bonded particies sher puoll test

l [EIM1000 adhesive

[l steet sa 101
ANALYSIS

[l sample holder
[El etoundng particie capsure sareen

TOP VIEW

COLD SPRAY STEF 1 STEP 2

Figure 2: a) Controlled scarce particle deposition and ensuing substrote surface analysis. Collection of rebounded particles process is illustrated through the side
view of the spray set-up. b) Single particle pull-test set-up providing information about the substrate and adhered particle state.
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The simulation total time was set to 100ns to capture the
full particle deformation and the beginning of rebound
process from the substrate surface.

For a given powder size, the modeled particle impact
velocity was kept constant between both HPIT and LPIT
simulations to study solely the effect of impact
temperature. For this purpose, a velocity of 637m/s,
604m/s and 582m/s was chosen for powder set 1, set 2 and
set 3, respectively. The particle impact temperatures found
at the chosen velocities in both LPIT and HPIT sprays in (Ref
31) have been set as the initial particle temperature in the
simulations. Consequently, temperatures of 40°C, 35°C and
33°C in LPIT and 126°C, 93°C and 87°C in HPIT sprays for
powder set 1, set 2 and set 3, respectively, have been used.

3.2 Material properties

The particle and substrate elastic response is modeled using
the Mie-Griineisen equation of state (EOS) through the
linear Us;-U, Hugoniot relation to express the hydrodynamic
stress, while a linear elastic model was utilized to express
the deviatoric stress (Ref 8). The plastic response of the
particle has been described using the Preston-Tonks-
Wallace (PTW) model developed for high strain rate
applications (Ref 39). The flow stress, T, is calculated using:

t= G,(T) = 2G,(T) =2 [f’

Bs, Eq.2
+aln [1 - qo(—@——)“
ap
where
Sp— 1T,
a = , Eq. 4
» q
P
§="2 Eq. 5
a
and
@ =exp(d) — 1. Eq. 6

The T, and fy in the previous equations are the normalized
work-hardening saturation stress and vyields stress,
respectively, 6 is the strain hardening rate, £, is the
equivalent plastic strain, Sy is the saturation stress at 0K, p
is the strain hardening constant, ¢ is the Von Mises
equivalent deviatoric stress and G, is the plastic shear
modulus. For simplicity, the shear modulus has been
described as solely function of temperature, as previously
shown to accurately describe the CGDS impacts (Ref 39);

blication in a peer-reviewed

6,(T) = Gy — Fq.7

exp (%) - 1.
In the previous equation, Gy is the shear modulus at 0 K, D
is a material constant, T is a temperature material constant
and T is the material temperature. The PTW model is a
modified version of the Voce law such that the work
hardening is described as:

Pt 2 B

i E"p['p 0—%}} 1
o G,(T) T, =3, Eq.8

exp[ps _%}—1

At low strain rates, the plastic deformation process is
governed by thermal activation while at high strain rates,
the plastic flow is controlled by dislocation drag
mechanisms. The maximum (high strain rate) and minimum
(low strain rate) of the work-hardening saturation stress
() and yield stress (f,,) are defined as:

: -5 B
t, = max{so — (5p — sm)erf[xf In (ﬁ)].so (i) } Fq.9
£p ¥é
and
T, = max {yg — (vg —
V.o )erf [Kf‘ In (f)] . min{yl (:—g)yz .5 (%)ﬂ}},

where T = T/T,., T, is the melting temperature, s, and

Fg. 10

V., are the saturation and yield stress close to melting
temperature, respectively, Kk is the temperature
dependence constant, ¥ is the strain rate dependence
constant, &, is the plastic strain rate, B is the high strain rate
exponent, Vg is the yield stress at OK, ¥, is the medium
strain rate constant and Yy, is the medium strain rate
e;<ponent.Thegé term in the previous equation is defined as:

‘ 1 4mp\ 2 (G, (1))
(e, T) _E(ﬁ) (—p ) , Eq. 11

where M is the atomic mass and p is the density. It can be
seen from inspection of Eq. 9 and Eq. 10 that the error
function and the influence of T, dominates at low strain
rates. The yield strength is dominated by strain rate when
the strain rate value reaches a critical constant evaluated to
be between10°s? and 10%™ for aluminum (Ref 40). To
complete the discussion on the plasticity model, the
definition of the temperature change over time is also
described:

Eq. 12
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where I is the Griineisen gamma, v is the volume, o;; is the
Cauchy stress tensor, 51.’} is the strain tensor and C, is the
specific heat with fixed volume. The first term in Eq. 12
corresponds to the temperature rise (or drop) due to
volume variations and the second term refers to the heating
from plastic work. The temperature does not affect the
integration of Eg. 8 as it is uncoupled with the included
integration variables such as strain rate and strain. In
addition, as the melting temperature is only used to
normalize (scale) the temperature in the calculation of low
strain rate work hardening saturation stress and yield
stress, the effect of the melting temperature value is greatly
diminished in high strain rate deformation such as in those
experienced in CGDS impact.

The substrate plastic deformation processes have been
described using the Johnson-Cook (JC) model due to the
lack of material properties awvailable for the PTW
formulation. The detailed theory, deformation model
description of the elastic and plastic response and the
material properties of both the aluminum and steel can be
found in (Ref 8).

It has been shown that the alumina native oxide layer has
an amorphous or semi-crystalline structure (Ref 36).
However, lack of data pertaining to the amorphous or semi-
crystalline oxide layer behavior under shock loading and the
vast range of reported mechanical properties (Ref 41),
dependent on alumina density, prohibits an exact
description of the material properties. Hence, the native
layer was not modeled and experimental interfacial
material features, in particular grain deformation, have
been used instead to assert the oxide presence or its proper
removal.

4 RESULTS AND DISCUSSION
4.1 Particle deformation

Figure 3 shows the top view surface morphology of particles
after deposition onto the steel substrate. letting features
are observed for all cases. Particle outer edge cracking is
ohserved for all cases, as highlighted in the inserts of Figure
3. The jetting is more pronounced for HPIT due to the
enhanced particle softening associated with the increased
particle impact temperature, allowing greater material flow
for the same stress field at the contact interface (Ref 42—
44). The hard steel substrate undergoes no visible
deformation near the particle periphery for all depositions
from these top view images.

The particles deformation contours as predicted by the
model are shown in Figure 4a and Figure 4b for LPIT and

cation in 2 peer-re

HPIT, respectively. Also shown, for each powder set, is a
representative experimental particle outline as observed
after impact on the substrate. Only a quadrant of the
simulated particles is shown for each case, as the model is
symmetrical, allowing better comparison with experimental
results. A different color is used to distinguish each powder
size set. Since constitutive phenomenological models are
developed by fitting coefficients to visual inspection
without any additional comparison to microstructural
details such as dislocation behavior and activity (Ref 39),
they inherently fail at capturing details such as the
asymmetrical particle deformation observed in Figure 3,
irrespective of the model dimensional space, i.e. 2D vs 3D.
Nevertheless, the PTW model successfully predicts the
influence of particle size and temperature on final diameter
size. Figure 4c compares the measured particle average
diameter after impact and the corresponding predicted
deformation/diameter for both LPIT and HPIT sprays for a
given particle size. For a given powder size, the particle final
diameter, i.e. contact area, increases with particle impact
temperature.

Additionally, the particle compression ratio (Rg), defined by

dp—h
Re ="Tp”x 100%, Fq. 13

has been calculated for each set, where dp is the original
average particle diameter for each set and hp is the height
of the flattened particle in the impact direction. Due to the
expected limited hard steel substrate surface deformation,
the value of hp has been estimated as the distance from the
substrate to the particle top surface. The experimental and
predicted Rc¢'s values are shown in Figure 4d. For a given
particle size, both results show an increase in Rg, i.e.
flattening, with increasing particle impact temperature, i.e.
increasing softening and plastic flow. The R; decrease with
particle size, easily observed for LPIT conditions, is solely
attributed to the decrease in particle velocity rather than to
the variation in particle diameter (Ref 38). Discrepancies
between numerical and experimental values, presented in
Figure 4c-d, stem from the lack of validated adequate PTW
data for aluminum material under high strain rate
deformation, as reported in the field (Ref 11,40).

As observed from Figure 3, the deposited particles shape is
not spherical anymore, although particle sphericity is
expected for symmetrical polycrystalline particle impacts as
commonly reported to be the case in CGDS (Ref 45,46).
Three specific types of particle shapes after impact have
been detected. i.e. type 1: triangular, type 2: rectangular
and type 3: square, and are shown in Figure 5.
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25ym  Pperipheral jetting

Figure 3: Single particle deposition under LPIT (a, b, ¢,) and HPIT (d, e, f) conditions. Localized peripheral aluminum particle material jetting is identified. Particle
jetting and edge cracking are magnified. Particle size prior to impact increases from left to right, i.e. from set 1 to set 3.

Since these precise shapes have been detected for all three
powder size sets, under both high and low impact
temperature conditions, it is suggested that their
occurrence is related to particle microstructure, i.e.
crystallographic texture, rather than impact characteristics
(size, temperature, and velocity). Particle microstructure
influence on its final shape upon high-speed impact has
been described in molecular dynamics (MD) studies. Similar
powder shapes to the ones reported in the current work
have been observed recently in MD impact studies for
single crystal copper particles (Ref 47). The final particle
shapes in the MD work have been associated to the initial
particle crystal orientation with respect to the impact
loading direction (Ref 47). Since the current study also deals
with an FCC material, for which the slip systems are defined
along {111} planes and <110> directions, the conclusions

related to the particle crystal orientation influence on
sliding directions, slip system activation and stacking faults
formation obtained using MD are deemed relevant. The
triangular particle shape, as shown in Figure 5a, has been
proven to result from an initial [111] crystal orientation.

The rectangular and square shapes have been associated to
single crystal particles oriented in the [110] and [100]
directions, respectively. Hence, the current particle
material behavior suggests presence of preferential grain
orientation with narrow distribution and/or important
fraction of low angle grain boundaries and/or critical grain
alignment/geometry.
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Figure 4: Predicted deformation of particles after impact for a) LPIT and b) HPIT. A single rep ive outline of deposited particle contours ed by
microscopy is provided for each powder set along with the corresponding numerical model prediction. Experii I and ical data of c) particle average

deformed diameter and d) Rc based on particle size and impact temperature are provided.
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[110] [100]

Figure 5: Deposited particles top view displaying all three detected final shapes; a) triangular, b) rectangular and ¢} square. Particle 3D height profile with
corresponding scale along with SEM images are provided for all three shapes. The preferred grain orientation is provided for each case.

In the current study, due to the constrained substrate
deformation, i.e. limited geometrical restrictions, it is
believed that the particle shapes result solely from particle
microstructural characteristics. This anisotropic particle
behavior affects both the particle final deformation and Re,
i.e. [100] orientation allowing the greatest and [110] the
lowest compression (Ref 47), which can also explain the
standard deviations and divergent experimental and
numerical results shown in Figure 4.

4.2 Substrate contact traces

As shown by the substrate surface images in Figure 6,
circular traces are left on the steel substrate surface after
the impact of wunsuccessfully adhered (rebounded)
particles. The circular traces have been analysed using EDS,
however, the quantity of the remnant or removed material
in these regions was insufficient to confirm their nature.
The traces are spherical irrespective of particle size, impact
characteristics and particle final shape. The LPIT traces
show no remnant aluminum material while evidence of
local residual aluminum is observed on all HPIT traces, as
highlighted and pointed in yellow arrows in Figure 6. The
remnant aluminum material is mostly detected at the trace
periphery and decreases as particle size increases. Since
particles within the same powder set impact the substrate
at similar velocities but at different temperatures, it is
suggested that the impact temperature affects the traces
characteristics. Remnant material alludes to the presence
of high pressure and surface expansion at the trace
periphery (Ref 48). Since the compressive contact pressure,
surface expansion and temperature are lowest at the
particle jetting edge, the traces are considered to originate
from interfacial phenomena rather than from particle total
deformation.

Figure b also includes samples of the collected rebounded
particles for each powder set (contact surface and side
view). The average diameter of the collected particles,
provided in Figure 6, is very close to the deposited particles
diameter, shown in Figure 4, implying that their impact
characteristics (velocity and temperature) are not far from

critical values. letting-like features are observed at the
rebounded particles periphery for all cases, increasing with
particle temperature increase (HPIT ws LPIT), which
confirms that jetting does not necessarily correlate with
successful bonding (Ref 49-51). For LPIT, the collected
particles present a clean interfacial surface with no signs of
cup-and-cone, protruding material or any other visible
features related to metallurgical bonding detectable
through SEM. For HPIT, the impacted particle surface shows
signs of micro-cracking, which increases as the particle size
decreases. The micro-cracking can be associated to the
presence of large tensile stresses related to the intensive
surface expansion andfor to the presence of rapid
interfacial heating and cooling processes.

The numerical model has been used to try to identify the
interfacial characteristic causing the ring traces appearance
on the substrate surface. Figure 7 highlights the particle
contact surface area experiencing temperatures above the
aluminum melting point, i.e.600°C, for LPIT powder set 3.
However, as the constitutive finite element models do not
account for material phase transitions, i.e. melting, results
above material melting point should be analysed with
proper caution. In most models involving plastic
deformation, the melting temperature is assumed to be
constant (Ref 39,40,53,54). However, in high strain-rate
impacts involving large pressure variations, the melting
temperature increases drastically with pressure. The
melting curve of aluminum has shown that at 4GPa the
aluminum melting temperature reaches 927°C (Ref 55). A
linear trendline has been curve fitted to results of (Ref 55)
to extract the relation between pressure and melting
temperature up to pressures recorded in the current CGDS
impact, i.e. <4GPa. Subseguently, the following ratio, ¢, has
been utilized to determine the particle interfacial regions
that reach melting temperatures given the contact pressure
they experience:

@ =T/Tnp
@ <1, below melt-mg £q. 14
=1 at melting
@ =1 high temperature melting
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where T is the existing current element temperature and pressure on the melting temperature at the LPIT powder
Ton,p is the temperature required to generate melting at the set 3 interface.

exposed pressure. Figure 7 shows the effect of contact
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Figure 6: Traces on steel substrates left by rebounded particles for both LPIT and HPIT impacts and all three size sets. ial on the steel
substrate surface is highlighted in yellow. LPIT discontinuous traces are indicated by white arrows. The impacted surface and side view of collected rebounded
particles for each deposition are also shown and micro-cracking processes observed for HPIT are highlighted. The average diameter of collected rebounded
particles are provided.
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Figure 7: Numerical temporal evolution of particle temperature (left) and particle pressure-dependent melting temperature factor ¢ (right} are provided at the
interface of LPIT powder set 3 impact. Inserts show the effect of pressure through particle thickness.

The pressure dependent melting temperature is seen to
persist up to 37ns, while the pressure independent melting
temperature, i.e. 600°C, holds up to 43ns. In addition to
shortening the period under which melting temperatures
persist, the pressure also decreases the size and thickness
of particle material experiencing melting temperatures.

Figure 8a illustrates the interfacial zones found above
pressure dependent melting temperature for all spray
conditions. An experimental representative trace is
outlined for each case. The same color code as in Figure 4 is
used to discern results between powder sets. The zone with
temperatures above the aluminum melting point also
appears in a ring-like shape, for which the ring trace outer
diameter and ring inner circle diameter are also reported in
Figure 8b and Figure 8c, respectively, along with the
experimental measurements. The periphery of these
regions is seen to increase with particle diameter and
impact temperature
diameter sees only slight changes with varying particle

impact characteristics, which resembles the experimental

increase while the inner circle

traces behavior.

The measured outer diameter increases from 48um (set 1)
to 93pum (set 3) for LPIT while these values rise from 60pm
(set 1) to 100pm (set 3) for HPIT sprays. The rebounded
particle diameter for each powder set and impact condition,
shown in Figure 6, is also far from these ring-shape trace
dimensions, which once again confirms that the traces are
related to specific interfacial phenomena rather than
particle deformed size. The inner circle diameters increase
by less than two microns with the increase of particle
temperature for a given particle size. For LPIT, an increase
in the ring inner circle diameter from 15um to 22um is
recorded with the increase of particle diameter from
powder set 1 to powder set 3. These values increase from

11

16pm to 24pm for HPIT deposition. The same trends are
observed in the numerical model, as shown in Figure 8,
suggesting a link between the traces and particle high
temperature zones. Deviations from experimental traces
dimensions and these zones can stem, once again, from the
inaccuracy of the pure aluminum properties utilized in the
PTW model inability to predict the exact
deformation and anisotropic particle behavior.

and its

Figure 8a also shows the maximum temperature reached on
the particle contact surface during its deformation. For LPIT,
the maximum particle contact surface temperature
decreases, from 985°C to 892°C, with decreasing particle
impact velocity from 637m/s (powder set 1) to 582m/s
(powder set 3). Increasing particle impact temperature, i.e.
HPIT sprays, raises the temperature at the particle contact
surface. An increase of 47°C and 68°C is observed for
powder set 1 and powder set 3, respectively when
depositing from LPIT to HPIT conditions.

4.3 Particle melting

Material features associated to melting have been detected
at the particle and substrate contact surfaces, as seen in
Figure 9. In the case of LPIT, small fingers radiating from the
particle impact location are observed on the substrate
surface, as shown in Figure 9a. The radiating fingers leave
traces of contact on the substrate surface similarly to the
ones detected in Figure 6, further reinforcing the
association of high temperature zones with the detected
traces. The BSD insert in addition to an EDS analysis of the
impacted area confirm that the remnant material consists
solely of aluminum. For HPIT sprays, nano-sized spheroidal
particles were formed on the surface of the rebounded
particles, as shown in Figure 9b. These small ejecta particles
have been associated to fast solidification of liquid material
(Ref 2).
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contact suiface area experiencing temperatures above melting point.

Both the spheroidal particles and melt fingers validate the
presence of melting temperatures, which iz in good
agreement with the model prediction shown in Figure 8.
Melting features have been more frequently observed for
HPIT than for LPIT sprays since increasing impact
temperature leads to improved plastic deformation, i.e.
thermal softening, and consequently to superior frictional
heating and localised temperature rise. Additionally, for
LPIT been
predominantly observed in powder set 3.

sprays, melting characteristics have

Based on the model, the material found above the
aluminum melting temperature reaches a thickness of
0.45um for LPIT powder set 1 up to 0.50um for powder
set 3. These values are larger for HPIT impacts and reach
0.60pm and 0.70pm for powder set 1 and set 3,
respectively. Although the occurrence of melting, restricted
to this localized thin film interfacial layer in CGDS impact,

Forh

Figure 9: SEM and BSD ysi

of melt

has minor influence on the overall particle deformation,
melting can have an important role in the particle bonding
process. Observations from Figure 9 demonstrate that the
particle rebound energy is sufficient to overcome the
particle adhesion. If the solidification process of the molten
material is lengthier than the particle residence time on the
substrate surface, the liquid melted interface hinders
adhesion as it provides low mechanical particle/substrate
interface strength (Ref 52).

Figure 10a shows the propagation of the interfacial zone
found above melting temperatures and points to the
location of potential melting. Zone 1 delineates the region
that undergoes rapid cooling processes, as illustrated in
Figure 10a, and the particle south pole, which not once

reaches melting temperatures throughout the particle
deformation process.

a) Melt fingers observed on the substrate surface after rebound of LPIT particle. b) Spheroidal particles

formed on the HPIT contact surface after rebounding.
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173



A. Nastic

Chapter 5- Research Projects Results

A Nastic et ai.

for publication in 3 peer-reviewed intemational jourmal

f-—————-—=——=-=

Figure 10: o) Numerical model results illustrating the propagation process of zones above melting temperature. Elements with @ > 1 are highlighted in red. Zone
1 is comprised of rapidly cooling elements and the south pole while Zone 2 consists of elements experiencing melting temperatures for long periods. Substrate
surface after the impact and subseguent rebound of a HPIT particle from a) set 3 and b) set 1. The melt related propagation zones are delineated along with the

The strong compressive shock propagating inside the
particle upon impact generates high temperatures in the
particle material behind the shock front. As the shock
propagates and reflects on the particle boundaries, it leads
to the mentioned rapid interfacial heating and cooling
processes in the first few nanoseconds of the impact, as
illustrated in Figure 10a for the HPIT powder set 3. Elements
referred as “A”, "B" and "C" in Figure 10a are seen to cool
down quickly during particle deformation.

Aside from rapidly cooled regions, an interfacial zone,
referred to as Zone 2 in Figure 10a is comprised of elements
which experience temperatures above melting for over tens
of nanoseconds. For HPIT, this stagnant region, i.e. Zone 2,
persists for 18ns and 26ns for powder set 1 and set 3,
respectively, while these values reach 11ns and 18ns for
LPIT conditions, thus showing an increase with both impact
temperature and particle size.

Experimental observations, shown in Figure 10b and c,
confirm the existence of both zones and the high
temperature propagation process. Zone 1 is seen to leave
no melt related features. It is within Zone 2 that a small film

Table 4: Coating adhesion strength as reported in {Ref 31)

at the particle interface surface is believed to undergo
melting, if any, as enough energy would be absorbed at the
same localized region to induce melting, i.e. above the
aluminum latent heat of fusion, as shown to be the case for
the impacts observed in Figure 10. The outward spreading
of the molten material, as observed in Figure 10b, stems
from the particle simultaneous outward deformation.
Experimental observation along with the numerical melt
propagation validate, once more, the nature of the
substrate traces.

4.4 Particle bonding

The experimental observations indicate that jetting, micro-
cracking and melting features are not necessarily associated
with successful bonding. The interfacial features of
removed adhered particles are now analysed, and FEM
contact characteristics evaluated to identify the bonding
requirements under LPIT and HPIT conditions. Table 4
presents the coating adhesion for each powder set and both
LPIT and HPIT conditions, as reported in (Ref 31), which will
be used in the upcoming discussion on single particle
bonding.

Coating Properties Powder Set 1 Powder Set 2 Powder Set 3
LPIT, @ ipesion, (MPa) 34.8t7.5MPa 60.0¢19.4MPa 71.7+13.5MPa
HPIT, o ion,cohesions |MPa) >71.2+13.4MPa* >61.0£10.6MPa* 32.3210.8MPa**
* Lacal coating failure, refer to (Ref 31).
** Adhesion and cohesion failure
13
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Figure 12: a) Contact surface of pulled LPIT powder set 3 particles held within the utilized adhesive. Particles with and without bonding signs are highli din
yellow and black boxes, respectively. Deposited particles during wipe test showing presence of a) successive impact, b) sy ical consecutive impact,
c) impact of rebounding particles and d) if impact of rebounding particles.

4.4.1 Single particle debonding Despite deposition under wipe test conditions, sequential
deposition of incoming particles on previously deposited
particle and consecutive impacts followed by rebounding
process have been detected in the current depositions, as
shown in Figure 12b to Figure 12e, which can affect the
observed bonded zones. Figure 13 shows magnified single
particle contact surfaces to emphasize on the detected
bonded regions. As shown, for both HPIT and LPIT sprays,
regions with signs of metallic bonding are not uniformly
distributed on the contact surface. This can be associated to
angular impact, irregular oxide removal of non-uniform
oxide thickness, distorted particle grain-dependent
deformation and successive arbitrary impact (as shown in
Figure 12). Although different types of bonding features
have been detected within all three sets of powders, the
HPIT powder set 1 shows the highest zone of metallic
bonding signs on the particle contact surface, as shown in
Figure 13a.

Figure 12a displays the contact surface of detached
particles. A large quantity of particles, within each tested
condition, did not show any signs of features related to
metallic bonding, implying that the bonded regions were
too small to be detected using SEM. Furthermore, some
particles remained bonded to the substrate surface after
pulling test, as a result of larger bond strength, i.e. leaving
a particle indent in the adhesive, as shown in Figure 12a. For
LPIT, the number of particles that remained adhered to the
substrate surface were low irrespective of powder size, as
shown in Figure 12a for powder set 3. For HPIT, the fraction
of particles remaining bonded onto the substrate increased
with particle size decrease, which suggests increasing
bonding strength with particle decreasing size.

Pulled particles display a vast size range of metallic bonding
signs within each deposited powder set and condition.

Figure 13: Particle impacted surface after removal from the substrate for all HPIT (top) and LPIT (bottom) sprays. Particles from powder set 1 (a-c), set 2 (b-d) and
set 3 (c-e) are shown. The size of the measured traces on the surface are delil d in yellow.
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In addition to lacking visible metallic bonding features as
observed in Figure 13, Figure 14 shows that the particle
south pole experiences limited deformation as the original
powder grain morphology is still observed even after impact
for both LPIT and HPIT conditions. This confirms the lack of
adequate deformation and consequently limited potential
for native oxide removal at the south pole, preventing
metallic bonding to occur in this region, which has only
been shown through FEM in the field prior to the current
observations (Ref 50,56,58,59).

4.4.2 Particle characteristics influence on bonding

Bay et al. have demonstrated that bonding between two
metal surfaces cannot occur until a surface expansion ratio
threshold is reached (Ref 60). A larger R_,as reported in
Figure 4, suggests improved contact surface expansion,
enhanced oxide layer removal, and consequently larger
bonding zones. This can explain the large adhesion strength
of powder set 1 coating sprayed under HPIT conditions, as
reported in Table 4. In addition, Conrad and Rice have
shown that the bonding strength between two metal
surfaces, deprived of native oxide layers, is function of the
applied pressure, i.e. Oggnesion = 022, (Ref 60). The
influence of particle velocity/size and impact temperature
on the evolution of interfacial 0,5 pressure is shown in
Figure 15 for three elements found at the particle contact
surface of LPIT powder set 1 and set 3 and HPIT powder set
1. The first element corresponds to the location reaching
first melting temperature, the second element experiences
the highest temperature during deformation, and the third
element is located inside Zone 2 described in Figure 10. All
three elements are found in regions where bonding has
been detected in the current wipe tests and within the area
covered by the substrate traces. As shown in Figure 15,
limited

increasing particle impact temperature has

influence on the interfacial 0,5 value while the g5, peek

For publication in a peer-reviewed international journal

value is seen to increase with particle velocity increase, i.e.
size decrease in the current study.

Figure 15 also shows that although pressure and
temperature peek values are largest for HPIT powder set 1,
the contact surface normal compressive stress (05,) quickly
drops to values lower than those recorded in LPIT powder
set 3 only after ~15ns following impact. This indicates that
the strong HPIT powder set 1 metallic bonding, supported
by the large metallic bonded features observed in Figure 13,
high coating adhesion strength presented in Table 4 and
largest quantity of unsuccessfully removed particles, must
have occurred within these first 15ns. Additionally, it is
within this time frame that the melt temperatures are seen
to persist, as discussed in section 4.3, which emphasises on
the importance of temperature in metallic bonding. The
LPIT powder set 1, however, has displayed the lowest
amount of metallic bonding features, as shown in Figure 13,
at the contact interface. Since both HPIT and LPIT powder
set 1 impacts generate similar interfacial 05, values, the low
coating adhesion strength reported for LPIT powder set 1
can only stem from limited surface expansion and
consequently improper oxide layer extrusion within the first
15ns due to low impact temperature under which it
deposits. Its bonding process is, thus, believed to occur only
after the 055 peek value, as shown in Figure 15.

Despite not achieving the temperature and pressure peak
values of powder set 1, particles from powder set 3 hold
higher contact compressive pressure, due to larger kinetic
energy, and temperature after 15ns, as shown in Figure 15.
The g5, values after 15ns are close to 1GPa. The powder
set 3 also deforms under low R, as reported in Figure 4d,
implying that proper surface expansion might not be
reached quickly following impact. An increase in
compressive contact pressure and surface expansion can,
however, be achieved with in-situ peening processes which

have been shown to be important during LPIT coating

Deposited-pulled particle
showing sign of
metallurgical bonding

Bounced particle

Deposited-pulled particle with
no visible signs related to
metallurgical bonding

Bounced particle

Figure 14: Experimental evidence of particle south pole limited deformation. Original powder grain morphology is detected in both a) LPIT and b) HPIT sprays.
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deposition, as reported in (Ref 31). Whether the bonding
and proper oxide layer removal occurs within the first 15ns
or is reached after through in-situ peening processes is not
possible to confirm with the current modeling work or
experimental set-up. Aside from in-situ peening processes,
impact temperature (HPIT
as

increasing powder set 3
conditions) has also shown to increase its R,
demonstrated in Figure 4, and increase the duration of
Zone 2 found above melting temperature, as discussed in
section 4.3. This rise in interfacial expansion and decrease

For publication in a peer-reviewed international journal

in cooling rate, however, lead to the successful deposition
of particles traveling at much lower velocity, i.e. lower
critical velocity (Ref 31). As particle size increases, the
velocity distribution shifts drastically towards lower speeds
(Ref 31), which decreases the compressive pressure at the
interface and consequently lowers bond strength, as
explained through Figure 15. This low bonding strength has
been observed in the HPIT powder set 3 wipe tests, which
have shown failure at the particle-to-particle junction, as
shown in Figure 16.
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Figure 15: LPIT powder set 1 and set 3 contact pressure and temperature temporal evolution at a) the first element found above melting temperature, b) for the
element found at highest temperature and c) for an element found in Zone 2. Studied elements are identified using a dot in the provided particle inserts.

- N M-
Figure 16: a) HPIT powder set 3 double impact detected in the wipe test deposition. b) Cohesion fracture after pull test showing local metallic bonding. c) EDS
mapping confirming an aluminum metallic bond.
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Figure 17: Particle contact surface characteristics at 5ns, 10ns, 20ns and 40ns after impact. Compression pressure for LPIT a) powder set 1 and b) powder set 3.
Temperature for LPIT c) powder set 1 and d) powder set 3. The provided red line delineates the particle contact surface radius lacking metallic bonding signs
based on experimental observations/measurements.

The pull test post-mortem observations of the particle-to-
particle contact surface shows a clean indent with restricted
asymmetrical metallic bonding. This also explains the mixed
coating adhesion/cohesion failure reported in (Ref 31) and
in Table 4. Particles depositing at lower velocity, due to the
increase of impact temperature, thus, adhere at lower g5,
and consequently with lower bond strength.

The pressure and temperature along the interface at 5Sns,
10ns, 20ns and 40ns for both powders set 1 and set 3
sprayed under LPIT condition is illustrated in Figure 17. The
red line separates the unbonded south pole zone with the
bonded ring shape regions. The highest pressure and
temperature are always reached outside the south pole
region and prior to the particle edge/jetting zone, as
observed experimentally for both the particle/substrate
and particle/particle impact.

Finally, the powder native oxide layer can also have an
influence on the particle bonding process. Larger oxide
thicknesses require more energy to be properly fractured
and extracted from the interface, leaving less energy for
deformation and consequently for bonding. In the current
study, the particle surface native oxide thickness decreases
from 4.15nm to 3.94nm, as presented in Table 1, from
powder set 1 to powder set 3. However, a 0.21nm decrease
in the passivation layer thickness might not be the sole
factor affecting the particle adhesion. Studies on native
oxide layer effects in the CGDS process report clear
variation and influence in particle deposition for oxide
thickness increase in the range of a few nanometer, which

17

is an order of magnitude away from the thickness difference
measured in the current study (Ref 36,48)

5 CONCLUSIONS

The current study investigated the interfacial phenomena
occurring upon impact of adhered and rebounded soft
aluminum particles on hard steel substrate material under
low and high impact temperatures for three distinct powder
size sets. Observed features have been associated to
particle impact characteristics. The following are obtained
results and drawn conclusions based on experimental and
numerical data:

1. Experimental evidence of polycrystalline micro-
particle grain dependent deformation, leading to
distinct anisotropic deformation and final particle
shape have been detected. The grain dependant
deformation has been associated to preferred
grain orientation with respect to the loading
direction. Based on recent molecular single
crystal particle impact models, the detected
deformations in the current study match results
obtained for grains preferentially oriented in the
[111], [100] and [110] directions.

2. Original grain morphology at the particle south
pole after collision and deformation processes
provides experimental evidence of the low
straining at the particle south pole.

3. Spherical traces left by rebounded aluminum
particles on the steel substrate surface reveal
zones of high interfacial particle temperatures.
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Melted features, i.e. melt fingers and spheroidal
particles, have been detected on the particle and
substrate surfaces. Melting occurrence increases
with impact temperature and particle size. The
influence of pressure on melting temperature has
shown to have major effects on the interfacial
stagnant melt region duration and consequently,
bonding.

Increasing particle impact temperature and
velocity increases its compression ratio and
consequently surface expansion leading to faster
oxide layer removal and bonding.

Increasing particle size, i.e. kinetic energy, lowers
the interfacial cooling rate, allows for langer high
temperature zones to persist at contact and
compressive
throughout deformation, which all enhance
metallic bonding processes.

Small and fast particles have shown to adhere
quickly after impact, i.e. within 15ns, due to the
presence of large compressive pressures, which

maintains  suitable stresses

dissipate rapidly after impact. Increasing impact
temperature ensures proper oxide removal prior
to compressive pressure dissipation.
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CHAPTER

CONSLUSIONS AND FUTURE WORK

6.1 Conclusions

The general purpose of the current research work was to improve the understanding of particle
impact temperature and substrate surface features on the CGDS deposition process and impact
ensuing phenomena. This was achieved by conducting four clear research objectives that made use
of experimental and numerical (computational fluid dynamics and finite element modeling)

investigations.

The first objective concentrated on the deposition of soft particle material on hard substrate surface
to ensure consistent surface roughness prior, during and after coating buildup and consequently
guarantee a proper correlation of obtained results with substrate roughness. A pure aluminum
powder has been sprayed on a steel surface for this purpose. The roughness has been varied from
mirror finish, i.e ~R;= 0.24£0.1um, up to R,= 84.9+6.4um using polishing, grit blasting and force
pulsed waterjet surface preparation techniques. A heat treatment was conducted to reveal the
presence of metallurgical bonding. The generated interfacial diffusion zones, i.e. intermetallic
layer, were associated with areas of fresh metal contact. Obtained results show that mechanical
anchoring becomes the predominant coating adhesion process for any produced roughness,
irrespective of the surface preparation method utilized, which also proves the inconsequential effect
of embedded grit during grit blasting processes. In addition, the coatings achieved a maximal
50MPa adhesion strength at R,= 50pum, which has been associated to the limited contribution of
mechanical anchoring effects past this roughness. Finally, through FEM, it has been established

that the particle impact with a flat surface can achieve at the interfacial contact zone a higher
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temperature, contact pressure and velocity gradients favorable to the creation of metallic bonding,
which explains its ability to generate metallurgical bonding, confirmed through the overwhelming

observed intermetallic zones.

Following the study of the substrate state influence on deposition processes, the next research
objective focused on studying the effect of particle temperature on deposition. However, since the
particle temperature has never been measured in the field and the currently utilized heat transfer
correlations have consequentially never been confirmed, the first step of the study focused on
providing an extensive experimental investigation in goals to generate the first temperature
measurement in the field. The use of large, i.e. 125um, spherical titanium particles coupled with
proper spray parameters, allowing appropriate heating, gas flow features, and particle velocity have
permitted to successfully record the particle in-flight temperature using a high speed MW IR
camera. The data has been analysed and a complete heat transfer and momentum analysis produced
through CFD, which allowed to find the most appropriate Nusselt correlation for the description of
particle flow in the CGDS field. The obtained data were established to be satisfactory and
representative, and the developed set-up was evaluated to be accurate and precise. The accuracy
and preciseness of the measurements have been maximized by ensuring proper camera calibration
for real time temperature field variations and reliable particle velocity using particle tracking and
streak velocimetry techniques from recorded IR sequences. In addition, the obtained correlations
have been used to simulate the particle temperature in a high-pressure cold spray set-up equipped
with a preheating converging section. The results show the importance of the current study, aside
from its novelty, which demonstrates a variation of 81°C between the most common correlations

utilized in the field.

The following project has investigated the deposition efficiency, adhesion strength and behavior
under bend-to-break tests for coatings deposited under varying particle temperature and size. The
validated particle/gas heat transfer characterization presented in the previous study has been used
to define the resulting particle impact temperature after their trajectory inside both low pressure
and high-pressure systems. The same material combination from the first study has been utilized,
i.e. pure aluminum/steel, to provide an investigation of soft material impact on hard targeted
surface, which is sparsely studied in the field. Complete three-dimensional computational fluid
dynamic simulations have been included to fully characterize the particle size and injection location
dependent trajectory, velocity and temperature inside the CGDS nozzles upon axial and radial

injections. The obtained results first show the importance of unsuccessfully deposited particles in

182



A. Nastic Chapter 6- Conclusions and Future Work

the increase of coating adhesion strength for the spray at low particle impact temperatures using a
low pressure CGDS system. Consequently, as the peening frequency increases, i.e. decreasing
deposition efficiency, with the increase of particle size, the adhesion strength was seen to increase.
However, as the particle impact temperature increased, the adhesion strength was measured to
decrease with increasing particle size. The developed CFD models along with the measured
deposition efficiency provided a complete characterization of successfully depositing particles in
both systems, i.e. size, temperature, location, and velocity, and explain the observed coating

properties.

Finally, the influence of particle size dependent impact temperature on interfacial phenomena
leading to bonding has been investigated. Obtained results demonstrate the importance of
incorporating the pressure in the evaluation of particle melting temperature. The melt propagation,
stagnation and regressive cooling have shown to be drastically influenced by the particle size and
impact velocity and temperature. The melt zone duration increases with particle increasing size and
increasing temperature. Features related to melting, i.e. melt fingers, spheroidal particles and film
micro-cracking, have been observed on the particle interface, which confirm melting occurrence,
validate FEM modeling results and reinforce their influence in bonding processes. This study
provides important experimental results and key observations, which have not been reported
previously in the field. The numerical work is used to provide additional explanations to the

reported observations.
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6.2 Future Work

Several follow-up studies that would improve the understanding of process features affecting the
bonding mechanisms in the cold gas dynamic spray field can be undertaken. In addition, although
particle in-flight temperature data have been obtained for the first time in the field, which have also
led to a complete heat transfer analysis and CFD numerical work, many improvements can be made
to the recommended technique. Some specifics of potential future investigations are proposed in

the following list.

1. To generalize the results of substrate surface roughness influence on adhesion mechanisms,
different materials from the category of soft particle impact on hard substrate surface
should be tested. This would provide the effect of material combination and ability of
dissimilar material with different crystal structure and inherent properties to generate
metallic bonding on various surface profiles.

2. Although the intermetallic-forming process under diffusion heat treatment process can be
used to visualise at low magnification the presence of fresh-metal contact, a TEM analysis
should be conducted to characterize locally the presence of metallic bonding.

3. The utilized mid-wave infrared camera, set-up and sequence analysis method should next
be tested with higher particle in-flight temperatures. An external heating system or a high-
pressure cold spray system should be used to increase particle temperature and allow
improved detection. This will provide further confirmation of the results and analysis
presented in the current thesis.

4. Efforts should be put into developing a long wave infrared camera, capable of providing
an easier detection of in-flight particles. In addition, a set of various lenses should be tested
along with a blackbody background to increase resolution, while trying to keep an
appropriate depth of field, and improve contrast between particles and background,
respectively.

5. Further efforts should be put in obtaining the micro-particle emissivity for different surface
roughness features, oxide layer thickness, temperature and material.

6. The deposition efficiency of the first aluminum layer deposition on the used steel substate
can be measured instead of the overall average to provide the exact aluminum on steel
bonding characteristics. To ensure representative and valid DE measurement at such low

feeding rate, visual inspection of the fraction of deposited particles over the number of
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traces can be obtain over a large surface section area using stitched SEM images (or
sequence of images).

7. The FEM study can additionally be supported by developing a crystal plasticity finite
element model (CPFEM) to simulate the particle polycrystalline structure, in goals to
understand the effect of preferred average grain orientation on overall interfacial
deformation, oxide removal and adhesion. The CPFEM approach, currently inexistent in
the CGDS field, would provide important microstructural texture related insights to the
high speed deformation process.

8. The experimental results of interfacial phenomena observed at the contact surface of
bonded and rebounded particles can be used to develop a FEM that includes metallic
bonding processes. The experimental results confirming the influence of particle size and
temperature on adhesion can be utilized to confirm the validity of the developed numerical
metallic bonding assumptions and description.

9. A numerical model that includes material phase change, i.e. melting processes, should be
developed to understand the initiation, development and propagation of melting zones and

their influence on bonding.
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APPENDIX A- Hugoniot Energy

The Hugoniot energy, En, pressure, Py, and the Mie-Gruneisen equation expressed in the linear

equation of state from, described in section 4.6.2.2 are demonstrated in the following appendices.

Starting from the energy conservation equation given in Eq. 91;

M 1 1 AT
o |m = o+ 5 s —um)? =S 2| = 0 -
The enthalpy, £, can be replaced by:
P
h=e+-, A2
p
which provides:
M, L Poy Lo —uw2 =Lz =
" [el+p1 e0+p0+2(us Up,) z(us)]_o. A3

Using the mass conservation, presented in Eq. 89 and developing the expression (ug — U,,)%the

above equation becomes;

P, P, 1,
p1(Us — Up) — — potts — + Pols (el — €0~ UsUm +_um) =0 A4
P1 Po 2
1.2
Pous — Py (us — Up) = pols (el — ey — Uslyy, + Eum). A5

Using the momentum conservation, given in Eq. 90, and the mass conservation;

1
Pous — (pousum + PO)(us - um) = PolUs (61 — €y~ Usly t+ Eurzn) A. 6
(pousurzn + Pyt — pOuEum) = Pols (el — €~ Uslyy + Eurzn) A.7
1
(Poum) = pous (91 — €~ Eurzn)- A.8

Assuming that in the above developed equation, the P, is negligible compared to P;, e, is

negligible compared to e, and using the mass conservation (Eq. 89);

1
0 = pous (e1 — Eurzn), A9
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Appendix A

1 2
0 = pouse; — 5 polUsim

2
From the momentum equation, the term pyusu,, is equal to Py;
0 = pouse; — %Plum.
The mass equation can be rewritten as, usingn = 1 — po/py
Uy = NU.
Using this equality in A. 11;

1
PoUser = 5P177us-

1
Po1 = §P17)-
_ 1P
€1 = éy Eg

A. 10

A 11

A 12

A. 13

A. 14

A. 15
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APPENDIX B- Hugoniot Pressure

The Hugoniot pressure, Py, is developed by starting from the momentum conservation while

considering that P, (state 0) is assumed negligeable compared to P; (state 1);

P, = pousuy, B. 1
and using the relation between 7, us and u,, given by u,,, = nu, the following is obtained;

P, = pouln. B.2
Using the linear relation between speed and material velocity, given in Eq. 92 and the relation

provided in A. 12;

Ug = Cg + S - nug B.3
us(1—sn) =co B. 4
Co
U = .
ST - e

Finally, combining B. 2 and B. 5 and recognizing that stage 1 refers to shock Hugoniot

(thermodynamic state behind a traveling shock), the equation of Hugoniot pressure is given by;

pocsn

_— B. 6
(1—sn)?

P1=PH=
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